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• Pisces
  - Per-tenant max-min fair shares of system-wide resources
    ~ min guarantees, high utilization
  - Arbitrary object popularity
  - Different resource bottlenecks

• Amazon DynamoDB
  - Per-tenant provisioned rates
    ~ rate limited, non-work conserving
  - Uniform object popularity
  - Single resource (1kB requests)
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- **Tenant A**
  - VMs: 3
  - Weight: $W_A$
  - GET: 1101100
  - $W_{A1} > W_{B1}$
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  - VMs: 3
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- Detect weight mismatch by request latency
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Timescale: Pisces Mechanisms solve for global fairness in the context of system visibility ranging from local to global. The diagram illustrates weight allocations and replica selection policies across different timescales, aiming for fairness and capacity constraints.
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Tenant Demand:
- Constant
- Diurnal (2x wt)
- Bursty

Graph showing GET Requests (kreq/s) over Time (s):
- Constant demand with steady GET Requests.
- Diurnal demand with a peak at midday.
- Bursty demand with intermittent spikes.

The graph illustrates how Pisces adapts to different types of demand.
Pisces Adapts to Dynamic Demand

Tenant Demand
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- Bursty

GET Requests (kreq/s) vs. Time (s)

- Constant: Linear increase
- Diurnal: Sigmoidal increase followed by decrease
- Bursty: Stepped increase and decrease

Approximate 2x increase in GET requests.
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Conclusion

● Pisces Contributions
  - Per-tenant weighted max-min fair shares of system-wide resources w/ high utilization
  - Arbitrary object distributions
  - Different resource bottlenecks
  - Novel decomposition into 4 complementary mechanisms

PP Partition Placement  WA Weight Allocation  RS Replica Selection  FQ Fair Queuing