The control law as specified in (9) is open-loop in nature. It may be converted to a closed-loop control law by using the principle of optimality. Let the optimal control be given by

$$U^* = G_jX_j$$

where

$$G_j = (H_jF_j)^{-1}H_jF_jg_j(0)X_j$$

for $jm < n$

$$= F_j^*(F_jF_j)^{-1}X_j$$

for $jm \geq n$.

Let $g_m$ be the $(m \times n)$ matrix which consists of the first $m$ rows of $G_j$. Direct application of the principle of optimality gives the desired optimal closed-loop control law.

$$U_k^o = g_{k+n}X_k$$

for $k = 0, 1, 2, \ldots, N - 1$.  (11)

**IV. Numerical Example**

The system under study is governed by the second-order differential equation

$$\frac{d^2c}{dt^2} + \frac{dc}{dt} = U(t).$$

(12)

If the input, $U(t)$, is constrained to be constant over one-second interval, the system of (12) is characterized by the discrete state representation

$$X_{k+1} = AX_k + BU_k$$

where

$$X_k = \begin{bmatrix} C(t) \\ \frac{dC(t)}{dt} \end{bmatrix}$$

at $t = k$ seconds

$$A = \begin{bmatrix} 1 & 1 & -e^{-1} \\ 0 & 1 & -e^{-1} \end{bmatrix}, \quad B = \begin{bmatrix} e^{-1} \\ 1 - e^{-1} \end{bmatrix}$$

and $U(t) = U_k$ a constant for $k \leq t < k + 1$.

**Problem**

Find the control inputs $U_0, U_1, U_2, U_3$ which will drive the system of (12) from any initial state to the zero state in four sample periods.

**Solution**

Apply the results of Section III, Case $mN \geq n$. The vectors $f_k$ which form the columns of $F$ are given by

$$f_k = \begin{bmatrix} -A^{-k+1}B \\ \end{bmatrix}$$

for $k = 0, 1, 2, 3$ (13)

since for time-invariant systems

$$\phi(k, j) = A^{k-j}.$$  Evaluating $f_0, f_1, f_2,$ and $f_3$ by means of (13), one obtains (note $mN > n$, i.e., $1 \times 4 > 2$).

$$f_0 = \begin{bmatrix} 0.7183 \\ -1.7183 \end{bmatrix}, \quad f_1 = \begin{bmatrix} 3.6708 \\ -4.6708 \end{bmatrix}$$

$$f_2 = \begin{bmatrix} 11.6965 \\ -12.6965 \end{bmatrix}, \quad f_3 = \begin{bmatrix} 33.5126 \\ -34.5126 \end{bmatrix}.$$  Since $f_0$ and $f_1$ are linearly independent vectors, this system is completely controllable [1].

From (5), for $N = 4$, $F$ is given by

$$F = \begin{bmatrix} 0.7183 & 3.6708 & 11.6965 & 33.5126 \\ -1.7183 & -4.6708 & -12.6965 & -34.5126 \end{bmatrix}.$$  Thus

$$FFT = \begin{bmatrix} 1273.8934 & -1323.4916 \\ -1323.4916 & 1577.0897 \end{bmatrix}$$

therefore

$$(FFT)^{-1} = \begin{bmatrix} 0.5225 & 0.5022 \\ 0.5022 & 0.4833 \end{bmatrix}.$$  The open-loop optimal control law as given by (7) becomes

$$\begin{bmatrix} U_0 \\ U_1 \\ U_2 \\ U_3 \end{bmatrix} = \begin{bmatrix} \frac{-0.4876}{0.1794} & \frac{-0.4698}{0.1473} \\ \frac{0.4273}{0.1794} & \frac{-0.4143}{0.1473} \\ \frac{0.2643}{0.1794} & \frac{-0.2632}{0.1473} \\ \end{bmatrix} \begin{bmatrix} C(0) \\ dC(0)/dt \end{bmatrix}.$$  (14)

Given any initial state $x^o = [C(0), dC(0)/dt]$, the optimal control is determined by performing the matrix multiplication given in (14).

**V. Conclusion**

A method has been presented which synthesizes the minimum energy regulator using elementary inverse matrix theory. An open-loop control law results which may be converted to a closed-loop control law by applying the principle of optimality. The optimal control given by (11) requires $mn \times n$ multiplications which in many cases may be rapidly made on existing digital computers. A real-time controller is therefore possible.
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**Power-Spectrum Identification in Terms of Rational Models**

S. A. TRETER and K. STEIGLITZ, MEMBER, IEEE

Abstract—A technique is described for the identification of unknown power-spectral densities from sampled data in terms of a rational function of $\omega$. The problem is reduced to the minimization of a function of $K$ parameters, where $K$ is the order of the numerator of the model. This criterion, called the "minimum residual" criterion, reduces to the maximum likelihood criterion when the observed signal is Gaussian. A computational technique is described for minimizing this function which uses filtering and correlation to obtain the gradient and an iterative descent method due to M. J. D. Powell for minimization. Some computational results are given in which the method is compared with all-pole and conventional spectrum estimation techniques.

I. Introduction

The problem of estimating the power-spectral density of a signal from a finite record is of considerable interest to the engineer and statistician [1]–[3]. The methods developed center on estimating the power of the signal in narrow frequency bands. In the continuous case, this can be accomplished by passing the signal through a bandpass filter and measuring the average power of the output. In the discrete case, a spectral window which corresponds to this bandpass filter is used to obtain spectral-density estimates from the finite cosine transform of the estimated correlation function.

The final product of these methods is a plot of the estimated spectral density as a function of frequency. This is analogous to determining the transfer function of a linear system by measuring its response to a sinusoidal input. A method has been presented which synthesizes the minimum energy regulator using elementary inverse matrix theory. An open-loop control law results which may be converted to a closed-loop control law by applying the principle of optimality. The optimal control given by (11) requires $mn \times n$ multiplications which in many cases may be rapidly made on existing digital computers. A real-time controller is therefore possible.
to sinusoidal inputs at various frequencies. In many applications, this approach yields the desired information. In adaptive control, communication, or detection systems, where the law of adaptation may depend on the spectral densities of system signals, simple parametric models of the spectral density are more useful, just as parametric models for plant transfer functions are needed in adaptive control systems.

Heretofore the only sampled spectral-density model that has been investigated to any extent is the all-pole function of $z$ [4]. This spectrum model is equivalent to an autoregressive model for the signal [1]. In this case, the inversion of an estimated covariance matrix yields the maximum likelihood estimate of the unknown parameters if the signal is Gaussian. The behavior of the all-pole model has been investigated in the adaptive matched filter problem [5] and in the adaptive reconstruction problem [6]. It has been found, however, that when the actual signal spectrum has influential zeros, quite a few poles are needed in the all-pole model to achieve a good approximation. The introduction of zeros in the model would therefore allow a more efficient representation and a more effective identification.

In this short paper, a method is described for the identification of the sampled power-spectral density in terms of a rational function of $z$ with preassigned numerator and denominator orders. The computational procedure involved combines surface-searching for the numerator coefficients with all-pole identification for the denominator coefficients. Computational results are presented which illustrate the utility of the rational model.

II. Minimum Residual Formulation

We shall assume that we have available a sequence $x(1), \ldots, x(M)$ which is a record of samples from a discrete, wide-sense stationary, ergodic random process with rational spectral density of the form

$$\Phi_x(z) = \beta^2 \frac{N(z)X(z^{-1})}{D(z)X(z^{-1})}$$

(1)

where

$$N(z) = \sum_{k=0}^{K} a_k z^{-k} \quad \text{and} \quad D(z) = \sum_{k=0}^{K} b_k z^{-k}$$

are polynomials in $z^{-1}$ of order $K$ and $L$, respectively, with $a_k = b_k = 1$ and with roots inside the unit circle. $\beta^2$ is a positive constant. This model can be justified in many physical situations—it represents the result of filtering white noise through a digital filter with a rational transfer function.

If we assume that the random process is Gaussian, the method of maximum likelihood can be used to estimate the coefficients of $N$, $D$, and $\beta^2$ in the following way. Suppose the signal $x$ is passed through a digital filter $D(z)/N(z)$ to give the output $y$. The spectral density of $y$ is

$$\Phi_y(z) = \frac{D(z)D(z^{-1})}{N(z)X(z^{-1})} \Phi_x(z).$$

If one could choose the coefficients of $N$ and $D$ so that $\Phi_y(z) = \beta^2$, the spectral density of $x$ would be given by (1). When this is the case, $y$ is white Gaussian noise and the joint probability density of the observed output sequence would then be

$$p[y(1), \ldots, y(M)] = \frac{1}{(2\pi)^{M/2}\beta^M} \exp \left( -R/2\beta^2 \right),$$

(2)

where

$$R = \sum_{i=1}^{M} y^2(i)$$

will be called the residual. The maximum likelihood parameter estimates are therefore given by the solution to the following set of equations [7]:

$$\frac{\partial R}{\partial a_i} = 0, \quad i = 1, \ldots, K,$$

$$\frac{\partial R}{\partial b_i} = 0, \quad i = 1, \ldots, L,$$

(3)

and

$$\beta^2 = R/M.$$

Thus the problem is equivalent to finding the minimum of a function of several variables. The conditions (3) will be called the minimum residual criterion. This condition, which, intuitively, tries to "whiten" $x$ as much as possible, appears to be meaningful even when the signal is not Gaussian.

III. Solution in the All-Pole Case

As mentioned above, when the order of $N(z)$ is zero, the minimum residual criterion yields a set of linear equations for the $b_i$. We now summarize the results in this case.

Let $f_i$ be the mean lagged products of $x$ defined by

$$f_i = \frac{1}{M-1} \sum_{k=1}^{M} x(k)x(k+i), \quad 0 \leq i \leq L,$$

let $F$ be the estimated covariance matrix $[f_{i+j}; i,j = 1, \ldots, L]$, let $f$ be the column vector $[f_1; f_2; \ldots; f_L]$, and let $b$ be the column vector $[b_0; b_1; \ldots; b_L]$. Then the minimum residual criterion leads to the estimates

$$b = F^{-1}f,$$

$$\beta^2 = f_0 + b^T f,$$

(4)

which requires besides the calculation of the mean lagged products only the inversion of one $L \times L$ matrix.

IV. Case When $N(z)$ is of Nonzero Order

When there are unknown parameters in the numerator, the minimum residual criterion leads to nonlinear regression equations which cannot be solved explicitly. This suggests the using of an iterative technique to optimize the free parameters of the model. Many such techniques are available, ranging from steepest descent to the Newton-Raphson algorithm. An algorithm due to M. J. D. Powell [8]–[10] was found by the authors to be quite satisfactory for this problem.

Although it is possible to perform a direct $(K+L)$-dimensional minimization for the unknown $a_i$ and $b_i$ only a $K$-dimensional search for the $a_i$ is necessary. This is so, because for any given $N(z)$ of order $K$, the optimum $D(z)$ of order $L$ can be found directly by applying the all-pole estimation procedure specified by (4) to the signal $X(z)/N(z)$.

A two-stage estimation procedure was therefore programmed with $N(z)$ and $D(z)$ being estimated alternately by Powell’s method and by matrix inversion, respectively.

V. Calculation of the Gradient by Filtering

The majority of the more efficient extremal searching algorithms, including Powell’s method, employ the gradient of the function whose extreme value is being sought. While it is always possible to use finite differences to estimate the gradient, it has been found that the method of sensitivity filters [11] is more accurate and efficient.

From (3) we have

$$\frac{\partial R}{\partial a_i} = 2 \sum_{k=1}^{M} x(k) \frac{\partial x(k)}{\partial a_i}.$$

(5)

Now

$$y(z) = \frac{D(z)}{N(z)} X(z),$$

(6)
so that

$$\frac{\partial Y(z)}{\partial a_i} = -\frac{D(z)}{N(z)} e^{-iX(z)}.$$  \hfill (7)

Hence

$$\frac{\partial R}{\partial a_i} = -2 \sum_{k=1}^M y(k) e^{-i(k-i)}.$$  \hfill (8)

where the signal

$$V(z) = \frac{Y(z)}{N(z)} D(z) = \frac{D(z)}{N(z)} X(z).$$  \hfill (9)

is obtained by filtering the observed signal by the indicated linear filter. Thus the gradient of $R$ with respect to the $a_i$ may be obtained by filtering and correlating appropriate signals. The gradient $\partial R/\partial a_i$ may be obtained in a similar manner but is not needed here.

VI. Choice of Model Order

Unless some a priori knowledge is available, the choice of $K$ and $L$ presents a serious problem, as in all identification problems. Normally, the effect on the minimum residual of increasing $K$ or $L$ by one will provide some guide as to the appropriateness of the model. Various schemes have been proposed for testing the significance of an additional parameter in the all-pole (autoregressive) case. These are discussed in Bartlett [12] and Whittle [13]. To the authors' knowledge, no results are available in the rational case.

VII. Computational Results

In this section, some typical results of a computer simulation are described. Five thousand independent normal random numbers with zero mean and unit variance were passed through the digital filter

$$H(z) = \frac{(1 - 0.5z^{-1})(1 - 0.8z^{-1})}{(1 - j0.5z^{-1})(1 + j0.5z^{-1})(1 - 0.5z^{-1})}$$

to generate a sequence with the nominal spectral density $H(z)H(z^{-1})$. This nominal density is compared with a second-order all-pole estimate and the Hamming estimate using 21 mean lagged products in Fig. 1. The estimated all-pole parameters were

$$\beta^2 = 1.115678$$

$$D(z) = 1 + 0.446992z^{-1} + 0.398878z^{-2}.$$  

The nominal density is compared with a sixth-order all-pole estimate and the Hamming estimate in Fig. 2. The estimated parameters were

$$\beta^2 = 1.013372$$

$$D(z) = 1 + 0.398049z^{-1} + 0.628335z^{-2} + 0.404799z^{-3} + 0.270027z^{-4} + 0.165984z^{-5} + 0.091338z^{-6}.$$  

Finally, in Fig. 3, the rational estimate for $K=2$ and $L=3$ is shown together with the nominal density and the Hamming estimate. The estimated parameters in this case were

$$\beta^2 = 1.002461$$

$$N(z) = 1 - 0.578249z^{-1} - 0.135121z^{-2}$$

$$D(z) = 1 + 0.034511z^{-1} + 0.170013z^{-2} - 0.012531z^{-3}.$$  

The values for $\beta^2$ for various order models are listed below:

<table>
<thead>
<tr>
<th>$K$</th>
<th>$L$</th>
<th>$\beta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>1.115678</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>1.058686</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>1.034945</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>1.021894</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>1.013372</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>1.007079</td>
</tr>
<tr>
<td>0</td>
<td>8</td>
<td>1.003578</td>
</tr>
<tr>
<td>0</td>
<td>9</td>
<td>1.002803</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>1.001880</td>
</tr>
<tr>
<td>0</td>
<td>11</td>
<td>1.001234</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.002461</td>
</tr>
</tbody>
</table>
On observing Fig. 1, it is clear that the second-order all-pole estimate is a relatively rough estimate of the nominal density. The sixth-order all-pole estimate is substantially better but still tends to exhibit ripple. The $K = 2$, $L = 3$ estimate, which is from a priori information the correct model, fits the nominal density quite well. Taking the residual as a measure of the quality of the fit, it appears that at least a tenth-order all-pole model is needed to surpass the $K = 2$, $L = 3$ model estimate. For all-pole estimates of order greater than ten, plots of the estimated densities compare well with the nominal density. This illustrates the usefulness of all-pole models of sufficiently high order even in the case of spectral densities containing zeros.

With fewer sample points in the input record, the statistical fluctuations in the spectral estimates become more pronounced and tend to swamp out the model error. In one example with the same nominal density as above but with only 250 data points, a sixth-order all-pole approximant, while more oscillatory than a $K = 2$, $L = 3$ approximant, seemed to be quite adequate.

VIII. CONCLUSIONS

A method has been described for identifying spectral densities in terms of rational functions of $\zeta$. The special case of all-pole identification has been extended to include zeros in the model. This problem is typical of many which have become practical to do only with digital computers.

Experimental results have indicated that, for models of appropriate order, the quality of the estimate is at least equivalent to that obtained from bandpass filters and Hamming windows. Furthermore, the results in a simple parametric form are more useful in many applications, especially in the design of adaptive systems. The question of how to choose the model order remains unsettled, although the behavior of the residual for various model orders gives some indication of the appropriateness of the model. Similar problems arise in conventional spectrum analysis, where one must choose the number of mean lagged products and the bandwidth of the spectral window.
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Measurements for the Control of a Randomly Time-Varying Linear System

G. E. POLLON

Abstract—Measurements are presented which, performed on a stationarily-randomly time-varying linear system, yield sufficient information about the system to enable one to design linear time-invariant open-loop compensation. The measurements are demonstrated on an electronic randomly time-varying linear system and the design technique is applied to an example with interesting results.

INTRODUCTION

Much of the literature on the measurement of time-variant linear systems is concerned with the time and frequency spread characteristics of radar targets and communication channels (scattering function, two-frequency correlation function, and tap-gain correlation function). Methods by which these characteristics can be measured have been considered by Green [2], [6], Hagfors [4], Gallagher [5], Levin [14], and others. Theories for the measurement of the statistics of a general stationarily-randomly time-varying linear system exist, but being aimed at a complete characterization, they contain great complexity [1], [7].

The measurements presented here are directed at obtaining just sufficient data on the system to enable one to proceed analytically to determine the optimum (mean-square-error criterion) linear time-invariant open-loop controller. Since it is asked only to control the system, not to uniquely characterize it, the measurements required are relatively simple. The only additional restriction of physical significance is that the system vary in a stationary manner. Significantly, there are no restrictions on the rate at which the system may vary. On the contrary, the utility of the design procedure advocated here is the greatest for systems whose parameters fluctuate rapidly, since if the system varies slowly, an adaptive approach is preferable.

A randomly time-varying linear system (RTVLS) will be defined as one whose input-output relationship can be expressed as,

$$y(t) = \int_{-\infty}^{\infty} h(\tau, \alpha)u(t - \alpha) d\alpha: \quad h(\tau, \alpha) = 0 \quad \text{for} \quad \alpha < 0 \quad (1)$$

where $h(t, \alpha)$ is a sample from a two-dimensional stochastic process, stationary in the $t$-direction, and independent of the input $u(t)$. $h(t, \alpha)$ is the system response at time $t$ to an impulse applied at time $t - \alpha$.

It is further assumed that $\int_{-\infty}^{\infty} h(\tau, \alpha) d\alpha < \infty$. It can easily be shown that the design problem shown in Fig. 1(a) is identical to the one depicted in Fig. 1(b), where $f(\tau)$ is a linear time-invariant system with impulse response.

$$f(\tau) = h(\tau, \alpha) \quad (2)$$

where (---) denotes ensemble average, and $v(\tau)$ is a (minimum phase) linear time-invariant system with autotranslation function, related to the "spectrum" of the variations that the system undergoes, given by,

$$I_v(\tau) = \int_{-\infty}^{\infty} h(\tau, \alpha) h(t, \alpha - \tau) d\alpha - \int_{-\infty}^{\infty} h(\tau, \alpha) h(t, \alpha - \tau) d\alpha \quad \text{for} \quad \tau < 0 \quad (3)$$

However, the problem in Fig. 1(b) is the same as Newton's saturation tendency constraint problem [3]. Thus once the hypothetical systems $f(\tau)$ and $v(\tau)$ have been determined, the mathematical solutions for $\omega(\tau)$ are identical.
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