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Thus 

The prediction error at  anfinstant k is 
E(R) = 3t(k + 1) - ~ ( k  4- 1) 

or 

E(2) = B ( z ) X ( z )  - Z X ( Z )  

= - e- X(2) = - sY(2) D (4 
N (z) 

where 

as in the maximum likelihood formulation. 
Therefore, 

E { W ) }  = E{y'(k)I 

= 8'. 

Choosing N(z)  and D(z)  to minimize R 
C a U S e S  

to be the optimum filter for predicting one 
step ahead. Hence even  in the non-Gaussian 
case, the minimum residual criterion is 
valid since if H(z )  is the optimum prediction 
filter, N ( z )  and D(z )  must give a good repre- 
sentation of the  actual spectral  density. In 
practice the model numerator and de- 
nominator  orders R and L are not known a 
priori. Sufficient values for these parameters 
can be determined by observing the be- 
havior of the minimum residual for various 
values of R and L. As K and L are increased 
the minimum residual mill decrease and 
eventually become essentially constant.  At 
this  point it can be assumed that K and L 
are sufficiently large. This conclusion was 
verified experimentally by computer simula- 
tion. Several nominal and corresponding es- 
timated spectral  densities were compared 
graphically for  various values of K and L. 
Typical  results  can be found in Tretter  and 
Steiglitz.[?l*[4 
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On the Maximum  Likelihood Esti- 
mation of Rational Pulse  Transfer- 
Function Parameters 

In this correspondence, it is pointed out 
that the implicit transition from indepen- 
dent  to dependent  observations  contained 
in the derivation of the likelihood function 
in a  recent  paper by Rogers and Steiglitz[l] 
and  the use of the maximum likelihood 
criterion for  dependent  observations are  not 
fully justified. 

In this case the consistency of the es- 
timates  has  to be proved as has been done in 
the previous work of Astrom et a l . I 6 1  

Rogers and Steiglitz[ll considered a 
method for estimation of pulse transfer- 
function parameters from input-output 
data.P1*[31 They noted  correctly that if the 
parameters of the polynomials A (z) ,  B ( z ) ,  
C(z),  and D ( z )  were set  to their  correct 
values, i.e., if the parameters to be estimated 
were known, then  the errors et(@ are inde- 
pendent and 

is the likelihood function, the  true parame- 
ters e and X satisfying 

where Tis   the record length. 
During the estimation procedure, how- 

ever, it generally holds that  the  nth  estimate 
e&e, and the  errors ei(e,) cease to  be in- 
dependent. Hence the preceding assump 
tions are  not  true  and  the estimates gen- 
erally do not have the desirable maximum 
likelihood propertie~[~I claimed by  the 
authors. 

Only under  certain  (nontrivial) assump- 
tionsP1 i t  can be shown that for large record 
lengths  the  estimates are consistent and  the 
method  asymptotically efficient (properties 
of the maximum likelihood estimator). 

The proof is rather difficult and can be 
found in Astrom et aZ.151 -4 similar problem 
is treated in Mannand Kald.[61 
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Authors' Reply' 
Two separate questions are raised by 

Panuska. The first concerns the construc- 
tion of the correct likelihood function, and 
the second deals with the properties of the 
estimates  obtained from its maximization. 

!A;ith regard to  the first question, the 
likelihood function derived in our paperPl is 
indeed correct; it is the probability  density 
of the observations z conditioned on the 
parameter vector e which is, of course, un- 
known. The premise that  it is known is used 
only to write the density  function p(zl e ) .  
The purpose of our paper  was to present a 
method  for  calculating and maximizing this 
likelihood function and  to  report  the results 
of numerical examples which demonstrate 
that  the method is superior to least-square 
fitting of the  output sequence when the 
noise is correlated. No properties of this 
maximum likelihood estimation procedure 
were claimed in our paper.['] 

Panuska is quite right, however, in bring- 
ing up the second question, and in citing the 
theoretical  results in Astrom et The re- 
strictions which ensure consistency and 
asymptotic efficiency are, as mentioned in 
. k o m  and  B~hlin,[~]  mild. Presumably, 
the results are valid for our (slightly dif- 
ferent) model as well. These  conditions con- 
cern  regularity  assumptions about  the  input 
sequence, the excitation  characteristics of 
the  input,  and  the  stability  and controllabil- 
ity of the system. A11 were satisfied in our 
experiments. 

14,'e might take  this  opportunity to men- 
tion that  an experimental comparison be- 
tween our methodPl and  the eigenvalue 
method of Koopman~[~]   and   Le~in[~]  has 
been made with both input  and  output 
noise,[gI which is currently being prepared 
for publication. Of particular  interest for 
further investigation is the relative quality 
of the methods using stochastic  approxima- 
tionl'01*I~11 and instrumental ~ariables[~1.1'~1 
reported recently. 
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k#i 

If Y(s)  has a k t h  order pole at s= -AI, 

On the Evaluation and Sensitivity 
of Integral  Squared  Functions 

The evaluation of the integral  square 

has long occupied the interest of engineers, 
dating from the  text presentation of James, 
Nichols, and PhilIips,['I and Yewton,  Gould, 
and Kaiser[*] in which tables for the evalua- 
tion of the integral in terms of polynomial 
coefficients are given. Recently Effertz, L31 
with comments by h~IachIiillan and Paz- 
dera,I'I has indicated that these  integrals 
may be evaluated in terms of a generalized 
form of a Routh's  array involving the polp- 
nomial coefficients. Kalman  and Bertram, 
and  Jain  and KoenigISI have also considered 
the evaluation of these  integrals using state 
methods. I t  is interesting to note that  the 
integral can be expressed directly in terms of 
the numerator and denomination poly- 
nomials of y(s) and derivatives  evaluated a t  
pole location. In addition to being in  closed 
form, this  formulation lends itself to sen- 
sitivity considerations. 

If 
... 

and 

then  it can be shown, by direct substitution 
or by matrix methods, that (1) becomes 

If 

?:=1 

then ai is given by 

k+i 

and (4) can be expressed as 

Manuscript received February 7. 1968. 

then (1) can be expressed as 
I = - ol?Y'(hl) + ffaY"(X1) + * * 

+ f fk ( - l )~1P-qx l )  

m (9) + i=l ffiY(Xi). 
i f 2 . 3 . .  . ..k 

Equation (7)  expresses the integral 
square in terms of the pole locations of Y(s ) .  
Should the pole locations of h; vary,  the in- 
cremental affect upon I may be calculated 
directly. If 

then 

and 

k$i 
L=l 

and 
1 aIi 

axi x; j - 1  - x.2 

2xi 

_ - _ _  ~ 2 2hi 

+ Z x .  
' (16) 

+i 

Equations (12) and (13) or (16) express 
the sensitivity of the integral  square func- 
tion for variations  of  a pole location. If a 
parameter z in Y(s) varies, then  the effect 
of this variation can also be calculated. Thus 
from (11) 

If Q(s) = C(s) +.rD(s), where C(s) and D(s )  
are polynomials in s, then, using a result of 
Ku0[71 it can be shown that 

where D( -hJ/Q'( -Xi) represents the resi- 
due of D(s)/Q(s) evaluated at s= -hi. 
Combining (12), (13), and (18) yields the 
result 

(19) +-- Ii .  
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On a  Bounded Input-Bounded Out- 
put Sufficient Condition for Non- 
linear  Systems 

Abstract-Using some  theorems of the 
theory of nonlinear Volterra integral  equa- 
tions, a sufticient condition is derived for 
the  boundedness of response of a class of 
nonlinear control systems. As a conse- 
quence, an  estimate is given for the upper 
bound of the response of systems  subjected 
to amplitude  limited signals. 

INTRODUCTION 
The problem of finding upper bounds for 

the responses of particular classes of non- 
linear systems has been considered by many 
authors. [ll-[El In this correspondence, feed- 
back systems are considered which contain a 
nonlinear element  characterized by a zero- 
memory function. 

The aim here is to derive a sufficient 
condition for the boundedness of the re- 
sponses to  amplitude limited input signals. 
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