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noise  with  the  power  spectral densit!.  of 
(22).  Using the relationship  between  the 
poner  spectral  densities of the  input  and  the 
output of a filter 

a&) = €!(i)H(~-l)a&) (23)  

n e  arrive at the expression  for the desired 
filter, 

The  equivalent difference equation is iden- 
tical to  (14). 

Given a sequence of :17 values of zero- 
mean  white  noise xn(l <?z<:V), and  an 
initial  value of the  output yu, it is possible 
to  generate  the  next 21’ values of the  output 
yn(l<n<ll.’). For a zero-mean  input  the 
output will have  zero  mean. If  a biased  out- 
put is desired,  the  bias B must  be  added  to 
each  value of the  output, y.. Equation (14) 
then becomes 

This  equation  yields  an  exponentially  auto- 
correlated  random  sequence  with  standard 
deviation A ,  inverse  autocorrelation  time a ,  
and  mean B. 
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Discussion of ‘;Comments on the 
Statistical  Design of Linear 
Sampled-Data  Feedback 
Systems” 

F. Cs6ki 
I read xvith great  attention  the  interest- 

ing  comments of Steiglitz,  Franaszek,  and 
Haddad.l 

Their  statement is that   the  following 
well-known  formula 

TVl(2) 

G ( ~ - ~ ) G ~ i s j [ b ~ ~ . ~ . ! ~ !  + +s.s(~)]  

- - 
[G(e)C(z-1)]++7i+(e) 

is false;  therefore a new  relation 

W z f a )  

V I  

G;X-~)G&)[+,~~,(Z) + &n,skj] 
- ( e ~ G ( a ~ G ( z - ~ : l ] - ~ , ~ - ( ~ )  

[G!r!G(c-’!]-+,,-(5~ 
- - _ _ ~  + (2) 
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is proposed.  Thus,  according  to  their  opinion 
the  expression  for  the  sampled-data  solution 
is not  quite  formally  identical  to  the con- 
tinuous-data  expression. 

However,  their proof does  not  convince 
me of the  truth of the second  formula.  On 
the  contrary,  it  can  readily  be  shown  that 
(1 )  is the  true  solution  and (2) is a false  one. 

First of all, let us concentrate  our at- 
tention  to  the  meaning of the  symbol { )+. 
In  continuous-data  systems  this  symbol  de- 
notes a component of a transfer  function 
belonging  to a positive-time  function.  The 
same  concept is also  valid  for  sampled-data 
systems.  Thus,  the  component in question 
can  be  determined  by  an  inverse  two-sided 
z transform  taking  for  the  integration  path 
the  unit circle ro, and  thereafter  by  the 
ordinary  one-sided z transform  (performing 
the  summation  only  from 12 = O  to  =): 

\\-here 

I t  is fallacious to  assume, for example,  in 
case of simple  poles  that  the  symbol { } +  
means  the  sum of the  ordinary  partial  frac- 
tions,  hence 

where pP* denotes  the  simple poles of *‘(E) 
inside the  unit circle r g  of the z plane.  On 
the  contrary,  on  the  basis of (3) it can be 
shown tha t  

{ * ( a ) } +  = -- 
-4 PC 

C - pw* 
P -  

where 

Hence,  in  case of simple  poles P P I ,  (3) 
and ( 5 )  can  also  be  expressed as 

{*(x) } + 

There is then  no  doubt  that  the final solu- 
tion is 

Summarizing, if the  proper  formula, ( 3 ) ,  
( 5 ) ,  or (i), is applied,  then (1) gives  the 
correct  solution.  If, on the  other  hand,  the 
worst  relation (4) is used then  from  (2)  the 
proper  solution  can also be  obtained  but 
only  through  double  mistakes.  These  mis- 
takes  originate  from  the  incorrect  applica- 
tion of the  symbol { IT. Thus, ( l) ,  (3) ,  (j), 
and (5) are  true  and  supply, in a correct 

manner,  the final solution (8). On  the con- 
trary, (2) and (4) are  false  and  do  give  the 
final solution (8) only  by  making  two  errors. 
Equation (1) is true, while (2) is false. 

Thus,  there is a close  analogy  between 
the  solution  formulas of continuous-data 
and  sampled-data  systems,  respectively. 

T o  illustrate  the  proper  solution  let us 
see the  example  given  by  Steiglitz  et al. 

Hence, 

0.98 1 *fd = ~ 

>7 (1 - 0.12)(1 - 0.22-9 

Applying (3) ,  (j), or (7) 
1 1 

*+(z) = - ~ 

v’2 1 - 0.2%5-‘ 

the  latter  being,  indeed,  the  part  belonging 
to  the  positive-time  function  component of 

1 
p ( t )  = - [ ‘ . . + 0,1%(t -f 2T) 

4 2  
+ 0.16(t + T )  
+ 6( t )  + 0.26(t - T )  
+ 0.2?6(1 - 2T) + . . . 1. 

Finally,  applying (1)  or (8) 

Wm(z) = 0.5 ~ 

1 - OS-‘ 
1 - O.lz-’ 

This does  agree, of course,  with  the  proper 
solution of Steiglitz,  Franaszek,  and  Had- 
dad. As we have  seen,  however, W’,(z) 
= I,Vl(z) and ItL(z) #IT&). 
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Steiglitz,  Franaszek a d  Haddad? 
\Ve wish to  thank  Dr. Csfiki for  his  in- 

teresting  comments. We find  his mathe- 
matics  correct  and  agree  that  his  solution is 
consistent. R‘e also find  nothing  wrong  with 
our  original  discussion. The difficulty  stems 
only  from  the  fact  that  the  definition of the 
operator { } +  adopted  by Dr. Csski dif- 
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fers  from tha t  used  in the original3.&  papers. 
The following argument  shows  that  the  two 
answers  are  equivalent. 

Let 

where 

Ia,I <1, i = l ; . .  , ' t ;  

l B i l  > 1, i =  1,. ' .  , 1 1 7 ;  

assuming  for  convenience  that  no  poles  have 
magnitude  exactly  unity  and  that  no poles 
are multiple.  Define  the  operator { I.+ by 

(*(.)]+ = 2 __. ri i 

i - 1  5 - ai 

This is the  convention  that is used in the 
continuous  case  and  the  one  that  the au- 
thors  tacitly  adopted in the discussion re- 
ferred  to  by Dr. Csiki. 

The  operator defined by  Csdki,  which 
we  shall c a l l  { >,lU., consists of taking  the 
terms  involving z i  for i = O ,  1, 2, . . . in the 
power series  expansion of *(a) tha t  is valid 
on the  unit circle. Thus 

The following  relation  then  follows: 
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Hence  the  two  results  should  be  written 

and 

and  both  are  correct. 
The  introduction of the  operator { ) p 5  

thus  makes  the  sampled-data  solutlon 
formally  identical  with  the  continuous  case. 
I n  any  event  both  formulas will +Id the 
same  answer  provided  that  the  proper in- 
terpretation of the  partial-fractioning oper- 
ator is used. IVe hope  that  this finall>- clari- 
fies the difficulty. 
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On "Error  Bounds for Jittered 
Sampling" 

I n  a recent  paper,l  some  interesting re- 
sults \\-ere  obtained  by  the  authors.  How- 
ever,  the  restriction  imposed on (15) is not 
necessar!., and hence  the  results  are  more 
general.  Indeed  the proof is trivial and is 
seen  from 

R/f!O) - R,,!uj) 

= 's, .Tf/!Ll[l  - COSWUj]dr;, 
ZF 

I 

where .S'~f(u) denotes  the  spectral densit?. 
associated  with f ( t ) ;  in vie\\- of 

1 - cos uuj = 2 sin2 - 
W U j  

2 

and 
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as also shown i n  Papoulis.2 
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Comment on "A Note on Transfer 
Function  Identification" 

The  above  correspondence' was not  in- 
tended  to  exhaust  the four parameter  case 
but  was  merely used to  demonstrate  that 
the  assumption of a four  parameter  func- 
tion  in  either of the  proposed  forms of 2 was 
i n  error. One Ax-ould obviously attempt iden- 
tification  in  the  case of an  X parameter 
function \x-ith a possible denominator of 
order :lf and a possible numerator of order 
equal  to  the  least  integer  greater  than or 
equal  to (M-1);2. 
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