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1 Background

Traversa at al. [1] have recently described what amounts to a classical analog computer, with
the claim that it solves an NP-complete problem (SUBSET SUM) in polynomial time and with
polynomial resources. The purpose of this note is to point out that essentially the same idea,
solving PARTITION with frequency generators and multipliers, was proposed in 1986 [2], and to
review the reasons adduced at that time to conclude that such a machine is doomed to failure. As
far as I know, nothing has changed since then to change that view.

As mentioned, the idea of using classical analog machines to solve NP-complete problems fast
goes back at least to 1986 [2, 3]. In [2] I proposed solving PARTITION [4, 5] using oscillators and
multipliers to produce a signal that indicates whether or not a problem instance is YES or NO.
The signal is a product of sinusoids, just as given in both [1] and [2]. The question comes down
to whether the integral of the signal is zero or not, which is the same as asking whether it has a
nonzero zero-frequency component. As pointed out in [2], there’s a catch: The decision problem
requires distinguishing between 0 and 2−n, where n is a measure of the problem size. Thus, there is
reason to believe that noise, which is inevitable in a real machine, kills the idea. Traversa at al. [1]
arrive at the same obstacle, but argue that the difficulty can be circumvented by error-correcting
coding, but the details are not spelled out. I’d like to repeat the argument in [2] that any such
scheme cannot succeed.

2 Strong Church’s Thesis and the Meta-argument

Just as we can argue that perpetual motion machines cannot be built because of the Second Law
of Thermodynamics, we can argue from general principles that classical1 analog machines cannot
solve the NP-complete problems fast—at least not if (1) P 6= NP , and (2) Strong Church’s Thesis
holds. The latter is, as proposed in [2],

Definition 1 Strong Church’s Thesis (SCT) An (classical) analog device can be simulated by
a Turing Machine using resources (including time) polynomial in the resources of the machine.

Feynman [6] stated essentially the same principle in 1982, and the idea was also referred to as
“Physical Church’s Thesis”. The supporting argument is simply that any finite chunk of classical

1If we are allowed to use quantum machines all bets are off.
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space-time can be described by mechanisms that are well understood, and can be simulated effi-
ciently using standard numerical methods. See [3] for more discussion, and a proof of a special
case.

The rest of the argument is extremely simple: If we can build a classical machine that solves an
NP-complete problem in polynomial time, simulate it on a Turing Machine. This Turing machine
then shows that P=NP. Put another way, if Memcomputers can solve NP-complete problems in
polynomial time, then, assuming P6=NP, SCT is false. It is not evident to me what classical
hardware there is in a Memcomputer that cannot be simulated efficiently on an ordinary digital
computer.
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