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Abstract

The Internet consists of thousands of independent domaihglifferent, and sometimes
competing, business interests. However, the currentdoteain routing protocol (BGP)
limits each router to using a single route for each destmgprefix, which may not sat-
isfy the diverse requirements of end users. Recent propdsasource routing offer an
alternative where end hosts or edge routers select theceadet paths. However, source
routing leaves transit domains with very little control antroduces difficult scalability
and security challenges. In this dissertation, a multhkpaterdomain routing protocol
called MIRO is presented, it offers substantial flexibilile giving transit domains
control over the flow of traffic through their infrastructuaed avoiding state explosion
in disseminating reachability information. In MIRO, rotgdearn default routes through
the existing BGP protocol, and arbitrary pairs of domains wagotiate the use of addi-
tional paths (bound to tunnels in the data plane) tailoratieor special needs. It retains
the simplicity of the BGP protocol for most traffic, and remaibackward compatible
with BGP to allow for incremental deployability. Experimsrwith Internet topology
and routing data illustrate that MIRO offers tremendousiliigixy for path selection with

reasonable overhead.
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Chapter 1

Introduction

As of January 2009, the Internet Systems Consortium estgrihait there are around 625
million individual hosts in the Internet [19]. It would be teemely difficult for a single
authority to effectively manage the communications amarodp & gigantic body of inde-
pendent hosts; therefore, the current Internet is stradtorore like a loose federation of
Autonomous Systems (AS). Each AS is independently adreradtby a single authority,
such as a university, a company, or a government agency.rédioggy, the routing in the
Internet can be divided into two parts: intradomain routivbich deals with the routing
inside one AS; and interdomain routing, which deals with ringting among different
ASes.

Each AS is assigned a unique AS number ranging from 0 to 6533&n an AS
path is described using a sequence of AS numbers. Each A®wals® a range of IP
addresses; it could decide to further split its IP addresgessmaller groups with each
group containing some contiguous IP addresses called arefR.pnterdomain routing
paths are calculated for each IP prefix; therefore, diffelfBrprefixes originating from

the same AS can take different AS paths simultaneously. M&ws advertise more than



one IP prefix, either because the IP addresses they own amntiguous or because
the ASes want more flexible route selections. In fact, bexafithe prevalence of multi-
homing, in which an AS is connected to more than one neighbemumber of prefixes
grows more rapidly than AS numbers in today’s Internet.

Interdomain routing is an important component of Interraiting, as a great deal
of traffic traverses more than one AS. Moreover, the fact da@h AS is managed by a
different authority makes the situation more complicatechpared to intradomain rout-
ing. In intradomain routing, all resources are adminigidrg the same authority. This
authority can use all the resources inside the AS, and iisate goal is routing pack-
ets in the most effective way. But in interdomain routingfedient authorities may have
different and sometimes competing business interestghaiave a profound impact on
interdomain routing practices. For example, ASes geneaadl not willing to reveal their
internal network topologies or routing policies, and theyally choose the routing poli-
cies which benefit themselves the most. As a result, inteesionouting is complicated,

because it should have the following characteristics:
e Each AS should be able to express local policies that refiebiisiness interests.

e The protocol needs to be scalable. In terms of scalabilitg, grotocol should
consider the large number of ASes, IP prefixes, and potgpithis present in the
Internet. First, the number of unique ASes advertised inltiternet is around
31,000 anditis still growing. Second, each AS may adventiskiple prefixes, and
the number of prefixes recently has been growing more rapidg the number of
ASes. Lastly, each AS may learn more than one path to eaclx mefthe number

of paths in the Internet grows even larger.

e The privacy of each AS should be respected. In the curreatret, the routing is



IP Prefix Next Hop AS Path
* 128.112.0.0/16  198.32.8.196 11537 10466 88
* 144.228.241.81 1239 7018 88 88 8§
*> 205.189.32.44 6509 11537 10466 88
*> 128.113.11.0/24 205.189.32.44 6509 3754 91

Table 1.1: Part of a BGP table

divided into intradomain and interdomain routing, so that#s can avoid sharing
internal details with outsiders. This separation not omyioves security, but also

helps to confine the effect of internal failures.

In the following sections, this dissertation will brieflytinduce how today’s inter-
domain routing protocol works, then motivate the design ofa interdomain routing

protocol called MIRO (Multi-path Interdomain ROuting).

1.1 Interdomain Routing in Today'’s Internet

In today’s Internet, a unique 16-bit or 32-bit AS number isigsed to each AS. In April
2009, around 31,000 active ASes were detected by Route¥@ugervation points [30].
Border Gateway Protocol (BGP) is the current interdomauting protocol used in the
Internet [29]. Section 2.2.2 will describe the BGP protoicoimore detail, only a brief
overview is presented here.

BGP is a path-vector protocol, in which each router only atilses its own paths to
its immediate neighbors. Table 1.1 shows part of a real B®R t;m a router. Each
BGP entry is associated with a certain IP prefix that is a rawfg® addresses. For
example, 128.112.0.0/16 means matching the first 16 bit2&fl12.0.0, which stands for
IP address range 128.112.0.0t0 128.112.255.255. Therdenaypre than one candidate

entry associated with each IP prefix, the table shows thnegidate entries for IP prefix

3



BEF* CF*
BCF CEF

pBEF* , B — C CBEF

AZEE::r \\\\\\‘ j::::F;

DEF* EF*
DABEF ECF

Figure 1.1: Single-path Routing to AS F

128.112.0.0/16. Each candidate entry carries with it a NHog IP address and an AS
path. Taking the first entry as an example, to reach the IPeadds in 128.112.0.0/16,
this router can send packets to the router interface withdidtess 198.32.8.196. When
the packets reach that router, they will go through AS 1158&n traverse AS 10466,
and finally reach the destination in AS 88.

In many cases, there will be more than one candidate enttydose from. The BGP
limits that only a single “best” route be selected for eaaltea In Table 1.1, the entries
selected are represented by the’“symbol. In the table, the router chose the AS path
“6509 11537 10466 88" at 205.189.32.44 for prefix 128.1171@, and it picked the AS
path “6509 3754 91" also at 205.189.32.44 for prefix 128.113/24. After picking a
single route for each prefix, this route will be used in traitgng all traffic destined to
this prefix, and all other candidate routes will not be used.

Figure 1.1 shows a simple AS topology. Each AS is represéntedsingle node, and
the connections between ASes are represented by the edgescamdidate routes are

shown for each AS, and the route with a * represents the sitigdsen route. The thick



lines represent the links in use by one of the chosen routgmee to AS F. The routes
available to one AS are listed in decreasing preferencerdiateexample, AS A prefers

route ABEF over ADEF. In this graph, each AS selected its rposfierred path, because
the most preferred path is among available candidates alityiehis may not always be

the case.

From the graph, it can be seen that the single path restités a profound impact
on the available flexibility. Many ASes have very little casitover the paths their traffic
takes through the Internet. For example, an AS might wanveéadgpaths traversing an
AS known to have bad performance or filter data packets basebeir contents. This
is the situation in Figure 1.1, where AS A does not want AS Eaw\cits traffic, but it
has no choice because both B and D have selected paths tiEo&gmply asking B to
switch to the route BCF is not an attractive solution, beedhbs would force B and all of
its neighbors to use BCF. Instead, this dissertation arthagghe Internet’s interdomain

routing protocol should support multiple paths.

1.2 Our Proposal for Multi-path Interdomain Routing

Recent research has considered several alternativesagsa@ingle-path routing proto-
col, including source routing and overlay networks [17].slource routing, an end user
or edge AS picks the entire path the packets traverse [42244]. In overlay net-
works, packets can travel through intermediate hosts tadgwerformance or reliability
problems on the direct path [3]. However, these technigquwesat give transit ASes,
such as Internet Service Providers (ISPs), much contral ineetraffic traversing their
networks. This control is important for ASes to engineeirthetworks to run efficiently,

and to maximize revenue based on business relationshipsotier ASes. The lack of



control for ISPs is a significant impediment to the eventdalaion of source routing. In

addition, source routing and overlay networks may not sefitctively enough to drive

path selection for a network as big as the Internet. Instinsldissertation explores an
alternative, in which the interdomain routing protocol pags multi-path routing, while

providing flexible control for transit ASes and avoidingtstaxplosion in disseminating
routing information.

Our solution is motivated by several observations abowy@dnterdomain-routing:

e Having each router select and advertise a single route fdr peefix is not flexible
enough to satisfy diverse performance and security reouérgs. In Figure 1.1,
today’s routing system does not enable AS A to circumvent A $ending traffic

to AS F.

e The existing routes chosen by today’s BGP-speaking roaterssufficient for a
large portion of the traffic. In Figure 1.1, AS B and its otheistomers may be

perfectly happy with the path BEF.

e End users need control over the properties of the end-tgatid rather than com-
plete control over which path is taken. In Figure 1.1, AS Ayomants to avoid AS

E and does not care about the rest of the path.

e The existing BGP protocol already provides many candidat¢es, although the
alternate routes are not disseminated. In Figure 1.1, AS3Bldwned the route

BCF but simply has not announced it to AS A.

e An AS selects routes based on business relationships wiginlbering domains,

but it may be willing to direct a portion of the traffic to otheaths for additional



cost. In Figure 1.1, AS B prefers BEF for financial reasons,itomay be willing

to send AS A's traffic over BCF.

e Today’s Internet provides limited methods for one AS to ieflue another AS’s
choice. For example, if AS F is a multi-homed stub AS which tsda control how
much incoming traffic traverses link CF and EF respectiviélyan only advertise
a smaller prefix or manipulate the AS paths [27]. However¢hoethods may be
easily nullified by other ASes’ local policy, so AS F may notdi#e to achieve its

desired goals.

Inspired by these observations, this dissertation prapaseew multi-path interdo-

main routing protocol, MIRO, with the following features:

e AS-level path selection:An AS represents an institution, such as a university or
company, and business relationships are easily definec & $hlevel. Selecting
path at the AS level is simpler and more scalable than givaghesnd user fine-

grain control over path selection.

e Negotiation for alternate routes: An AS learns a single route from each neighbor
and negotiates to learn alternate routes as needed. Thstiea scalable solution
that is backward compatible with BGP, and it also allows@gainteraction between

two arbitrary ASes that may not be adjacent.

e Policy-driven export of alternate routes: The responding AS in the negotiation
has control over which alternate paths, if any, it announnesach step of the

negotiation. This gives transit ASes control over the teagfitering their networks.

e Tunnels to direct traffic on alternate paths: After a successful negotiation, the

two ASes establish the state needed to forward data traffib@m@lternate route.
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The remaining traffic traverses the default route instalttetthe forwarding tables.

With the additional flexibility, ASes can choose paths tlais$y their special needs,

for example:

e Avoiding a specific AS on the path for security or performamesons: An AS
can avoid sending sensitive data through a hostile countrtya@d an AS that often

drops packets [39].

e Achieving higher performanceAn AS can send traffic through more expensive
inter-AS links that are normally not available, to achieweér latency or higher

bandwidth.

e Load balancing for incoming trafficA multi-homed AS trying to balance load
over multiple incoming links can request that some upstré&es use special AS

paths to direct traffic over a different incoming link

In designing MIRO, policy and mechanism are separated wkemossible, to sup-
port a wide range of policies for interdomain routing. Stthis dissertation presents
example policies and useful policy guidelines to illustrétte benefits of adopting this
protocol. In the next section, background material andeelavork is presented. Then,
Chapter 3 gives an overview of the main design decisionss dlssertation describes
MIRO in greater detail in Chapter 4 and demonstrate the &ff@ress and efficiency of
MIRO in Chapter 5 using measurement data from RouteViewk [BPapter 6 discusses
how ASes can configure flexible routing policies. Then, Caaptproves that MIRO will
not lead to system oscillation when adopted routing pdiciatisfy certain constraints.

Chapter 8 discusses additional technical issues and aesthe dissertation.

LAnalysis of RouteView’s data [30] shows that 60% of the 30,8&es are multi-homed and more than
4900 are announcing smaller subnets into BGP to exert dantenincoming traffic. However, announcing
small subnets increases routing-table size without piogigrecise control.

8



Chapter 2

Background and Related Work

Throughout this dissertation, MIRO will be compared to twber routing architectures:

BGP and source routing. BGP is the current interdomain pat@nd uses path-vector
routing to limit the amount of information propagated. Attbther extreme, source
routing propagates a huge amount of information by revgdhie entire Internet topology
to each source entity. Therefore, it is interesting to comphese protocols to MIRO.
Also, many approaches used are currently adopted in virtuating networks called

overlay networks, so this dissertation will also discussdtiference between MIRO and
overlay networks.

This chapter starts with a brief comparison of BGP, sourceimg, and overlay net-
works. After that, there are more details about today’srhee and the current BGP

protocol. Finally, there is a discussion of related litaras.



2.1 The Three Routing Architectures

BGP limits the amount of information propagated by hiding ititernal topology of each
AS, advertising incremental results only to immediate hbays, and limiting that a sin-
gle path be selected for each prefix. However, these rastigtlso limit the number of
available paths to each AS. In recent interdomain routirgposals, source routing is the
most radically different approach in terms of the amounnddimation distributed. The
entire router-level or AS-level Internet topology is diseéd to each end host, and then the
packet sources dictate the entire path each packet wiktsav The end hosts in source
routing can pick any routes they want while the intermediatgers have to blindly obey
the selections. It is also questionable whether sourcéngptotocols are scalable when
numerous end hosts are simultaneously picking routes. |&vaetworks are not used
in interdomain routing, but their member hosts can affeatirg by redirecting packets

upon request.

2.1.1 BGP

Without getting into the details of BGP protocol, this seatillustrates how it works by
showing the formation of the routing tables in Figure 2.tetasted readers should refer
to Section 2.2.2 for details. In step 1, AS F knows that prefx34.0.0/16 belongs to
F, therefore F adds the NULL AS path F to its routing table, addertises that to its
immediate neighbors C and E. In step 2, C and E accept CF an@g$&fectively, as the
path to reach 12.34.0.0/16, and then they advertise the@#tleir immediate neighbors.
Even though F might also receive CF and EF, it will find thatlitss already included in
the path, and accordingly discard those updates to preweatihg loops. In step 3, AS
B gets two candidate routes BCF and BEF, and it selects oneeqgbdths, BEF, as the

10



12.34.0.0/16: CF*
< 12.34.0.0/16: F* < .

12.34.0.0/16: EF*
Step 1
Step 2

12.34.0.0/16: BEF*  12.34.0.0/16: CF* .
BCF CEF 12.34.0.0/16: BEF* 12.34.0.0/16: CF*

BCF CEF
CBEF
/ 12.34.0.0/16; F* A
12.34.56.0/16: / 12.34.0.0/16:
ABEF*
\ ADEF \

12.34.0.0/16: DEF*  12.34.0.0/16: EF*

ECF 12.34.0.0/16: DEF*  12.34.0.0/16: EF*

Step 3 Step 4 ECF

12.34.0.0/16: BEF* 12.34.0.0/16: CF*
BCF CEF
CBEF

12.34.56.0.0/16: ABEF*

ADEF 12.34.0.0/16: F*

12.34.0.0/16: DEF* 12.34.0.0/16: EF*
DABEF ECF

Final Table

Figure 2.1: The Formation of BGP Routing Table
* represents chosen route.
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best route, and only advertises BEF to all its immediatehtsogs. Finally in step 4, AS
A receives both ABEF and ADEF, picks ABEF as the best path,ahertises that to
immediate neighbors B and D. After that, D adds the new paitstmuting table, but
because the best path at D is still DEF, AS D will keep the acdatdiroute DABEF, but
will not send new BGP updates.

From the above description, it can be seen that BGP has $eadiemt features that

limit flexibility in path selection:

¢ Destination-based forwardingBGP distributes reachability information about IP

prefixes, and each IP router forwards a packet by performloggest-prefix match

on the destination IP address. For example, 12.34.0.04%zciated with all paths
in Figure 2.1. If a packet with destination IP 12.34.56.78 ha better matches
(e.g., another entry 12.34.56.0/24 which can match theX# $tits of 12.34.56.78),
it will go through the best AS path designated in the 12.341@ entry. Because
the next hop is determined solely based on the IP destinatidress, all packets
with the same IP destination will follow the same downstreath if they arrive at

the same router.

¢ Single-path routing For each prefix, a router learns at most one route from each
neighbor, and it can only select or advertise a single “bestte. In Figure 2.1,
only the paths with a “*” are selected and advertised to neags. This limits the

number of paths advertised, and imposes severe restsadiofiexibility.

e Path-vector protocolThe BGP is a path-vector protocol where routers learn only
the AS paths advertised by their neighbors. There is anddinaity of routing pro-
tocols, which are called link-state protocols. In linktst@rotocols, every node

floods the status of its links to every other node in the nétwbra link-state pro-

12



tocol is applied to the topology in Figure 2.1, F will adveeithe link CF and EF
to all other nodes; while C will advertise BC, CE, and CF toodiflers, etc. There-
fore, all nodes have the complete topology and they can ctarpea shortest paths
simultaneously. Compared to link-state protocols, a patttor protocol improves

scalability at the expense of visibility into the possibéhps.

e Local-policy based The BGP gives each AS significant flexibility in deciding
which routes to select and export. As in Figure 2.1, each modiependently de-
cides which path should be selected as the best path, anddeecaly best path
is advertised, the local decision of each node will impaetfihal choices. As a
result, the available routes in BGP depend on the compasifithe local policies

in the downstream ASes, limiting the control each AS has pa¢h selection.

Another problem in current BGP is that it is hard for one AStfhuence another AS’s
local policy effectively. Inside each AS, paths are sel@diased on local parameters;
sometimes one AS can make local decisions based on paramaéerhed to announce
BGP paths from another AS. However, compared to a bidireatinegotiation, this kind
of one-way request does not give the requesting AS any fedbéoreover, these meth-
ods are often used only between adjacent ASes that uncamalily trust each other, e.g.,

an AS belonging to end-customers and its ISP.

2.1.2 Source Routing

In the past few years, several researchers have proposezksouting as a way to pro-
vide greater flexibility in path selection [4, 14,22, 25, 28, 44]. In contrast to a path-
vector protocol like BGP, source routing is more like a listiate protocol, all links inside

the network are advertised via flooding to each end AS or estl idnen the end hosts or

13



ABCF/ B C
A QEF =
ADECFN. P E

Figure 2.2: Source Routing

edge routers can select the hop-by-hop path from the soorte tdestinations for each
of their packets. The entire hop-by-hop path or a flow idesttifinat corresponds to the
path is encoded in each data packet. As in Figure 2.2, AS A banse any loop-free
path, including ABCF, ABEF, and ADECF. Although source ingtmaximizes flexibil-

ity, several difficult challenges remain:

e Limited control for intermediate ASedJnder source routing, intermediate ASes
have very little control over how traffic enters or leavesitheetworks. In Fig-
ure 2.2, ASes B, C, D, and E have to unconditionally obey thie palections made
by A. This makes it difficult for intermediate ASes to engindeir networks based
on their own business goals, which is a barrier to the deptrof source-routing

schemes.

e Scalability: The sources need to know the entire network topology, at devsd
of detail, to compute the paths. The volume of topology dathtae overhead of
path computation would be high, unless the data are aggegatluding load or
performance metrics, if necessary, would further increlas®verhead. In addition,

the sources must receive new topology information quickhew link or router

14



failures make the old paths invalid.

e Efficiency and stability:In source routing, end hosts or edge routers adapt path
selection based on application requirements and feedhaolt dhe state of the
network. Although source routing can generate good salstio certain cases [26],

a large number of selfish sources selecting paths at the dareentay lead to

suboptimal outcomes, or even instability.

e Security: Currently, authentication of a host is based on its IP addré&ource
routing will break this kind of authentication, becausehotite forward and the
reverse default paths are overridden, and an attacker iy ggect packets with
a false source address without being caught. For that reasamy organizations

disable source routing at their border routers [5].

Even if these challenges prove to be surmountable in pgdtics valuable to con-
sider other approaches that make different trade-offs éetvilexibility for the sources,

control for the intermediate ASes, and scalability of therall system.

2.1.3 Overlay Networks

In overlay networks, several end hosts form a virtual togglon top of the existing In-

ternet [3]. When the direct path through the underlying relvhas performance or relia-
bility problems, the sending node can direct traffic throaghntermediate overlay node.
Then, the traffic travels on the path from the source to trerimédiate node, followed by
the path from the intermediate node to the destination. l@yeides are normally placed
on end hosts rather than intermediate routers, so they camose CPU-intensive and
flexible high-level routing algorithms. The packets in dagmetworks are normally for-

warded via encapsulation, wrapping a new IP header outsedertginal packet, so over-
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Figure 2.3: Overlay Networks

lay networks require no cooperation from underlying netgorhile forwarding packets,
and different overlay networks can use different routingtpcols simultaneously.

In Figure 2.3, there are three overlay nodes, placed at AS€s And F respectively.
If the current BGP path from A to C is ABC as in case a), AS A camedts packets
through the path ABCF by sending packets to C, and asking ©neafd them to F.
However, an overlay network is a virtual network built on tofthe physical network.
Therefore, the overlay network has no control over the gtalsoutes, and can only adapt
to physical route changes by forwarding packets throughremmverlay node. Suppose
that the BGP path from A to C suddenly changes from ABC to ADE@aase b), then
AS A has no way to circumvent AS E in this overlay.

Although overlay networks are useful for circumventinggeams on the direct path,

they are not a panacea for supporting flexible path seleatignale, for several reasons:
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e Data-plane overheadSending traffic through intermediate hosts requires tunnel
ing, which adds overhead for encapsulating and decapsglétie data packets.
The packets must traverse the intermediate host’s edgeWiiale, incurring both

delay and cost.

e Limited control: Overlay networks have no control over the paths between the
nodes, and they have limited visibility into the properti#ghe paths. The paths
depend on the underlying network topology, as well as thecigsl of the various

ASes in the network.

e Probing overheadTo compensate for poor visibility into the underlying netko
overlay networks normally rely on aggressive probing teeimgproperties of the
paths between nodes. Probing has inherent inaccuraciegoaschot scale well to

large deployments.

In contrast to source routing, overlay networks do not regsiupport from the routers
or consent from the ASes in the underlying network. Althoagérlays undoubtedly have
an important role to play in enabling new services and adggt application require-
ments, the underlying network should have native supporhfare flexible path selection

to support diverse performance and security requiremdfitsemtly, and at scale.

2.2 Interdomain Routing in Today'’s Internet

Having seen the advantages and disadvantages of the thutsegrarchitectures, this
dissertation proposes the design of a new interdomainmrgugarotocol that can address
most of the concerns. Interdomain routing policies areadritpy various business rela-

tionships between different ASes. This section will firgsikat several prevalent business
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relationships in today’s Internet, and then describe th& Bp@tocol in more detail.

2.2.1 The Prevalent Interdomain Business Relationships

Today'’s Internet is a loose federation of ASes, and each AS@ms local BGP policies
that fit its own business interests the best. Therefore, staleding these business re-
lationships can help us understand the policies the ASeBkatg to apply. Although
it is theoretically possible to sign any kind of businesstcatts between two ASes, in
today’s Internet there are several prevalent businessaethips, all of them established
between neighboring ASes.

The most common relationships are: customer-providen, @ael sibling [12, 18,
32]. The routes learned from a customer AS are catlestomer routessimilarly those
from a peer, sibling, or provider are callpéer routes, sibling routesr provider routes
respectively.

In a customer-provider relationship, the customer norynadlys the provider for tran-
sit service; as such, the provider announces the routesdédrom any customer to all
neighboring ASes, but the customer normally only advestibe routes learned from its
provider to its own customers. In a peer-peer relationstwp, ASes find it mutually
beneficial to carry traffic between each other's customdtendree of charge. Peering
agreements normally indicate that the routes learned fr@ees can only be advertised
to customers. Sibling ASes typically belong to the samatuntgin, such as a large ISP,
and siblings provide transit service to each other. Upomieg routes for a destination
prefix from multiple neighbors, an AS typically prefers tceusustomer-learned routes,
then siblings, then peers, and finally providers, to maxamavenue. At times, though,
providers deviate from these policy conventions upon gustaorequest, e.g., to provide

backup connectivity for customers. This dissertationthaubelieves that business in-
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centives can also motivate an AS to make alternate routekalleato neighbors who
have special performance or security requirements.

In summary, the interdomain routing policies can be placgd two groups: the ex-
port rules and the preference rules. The export rules @ictdtether a locally selected
path should be advertised to an immediate neighbor, andréferpnce rules arbitrate
whether certain routes should be preferred over others atca best-path selection pro-

cess. The interdomain routing policies described abovdbeasummarized as:
e Export Rules

— Customer routes are advertised to every neighbor

— Provider or peer routes are advertised to customers only

e Preference Rules: customer routes are preferred the notietyéd by peer routes,

then by provider routes.

The routing policies between siblings are more complicatacbur experiment, the
sibling policies are approximated like this: first, the Biglroutes are examined to find
the first non-sibling link, then the sibling routes are carézpd accordingly (e.qg., if the
sibling route has several sibling links followed by a pegrimk, it is treated as a peer
route). When such a link can not be found, the route is treated customer route.
Then the normal export and preference rules above are fetlpwhile adding an entry

in export rules which says that all routes are advertiseddngs.

2.2.2 The BGP Protocol

The current BGP protocol used in today’s Internet is BGPW].[2ZThe BGP protocol

is normally implemented on routers, and the BGP messagesxateanged through a
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Favor the route with higher local preference
Favor the route with lower AS length

Favor the route with lower origin type

Favor the route with lower Multiple-Exit Discriminator viiin same next-hop A$
Favor the route learned through eBGP session over that BB@®isession
Favor the route with lower IGP distance to egress point

Favor the route advertised by a router with lower router-id

Favor the route advertised by an interface with smaller I esk

U7

O~NOOUThA WN PP

Table 2.1: The BGP selection process

persistent TCP connection between two routers. If the twaers belong to different
ASes, the session is called an external BGP (eBGP) sessiwerwise it is called an
internal BGP (iBGP) session. The eBGP sessions exchantgegaoformation between
neighboring ASes, while the iIBGP sessions distribute thhoséing information from
neighboring ASes to other routers inside the same AS.

The BGP is an incremental protocol. When a router first cotsnteca neighbor, the
entire BGP routing table is transmitted. After that routelajes and withdrawals are sent
only when the route changes. No regular routing updateseae therefore, each router
must remember all received routes.

Within each router, the processing on AS paths can be dividedhree parts: import
processing, path selection, and export processing. Whenaupdate is received via a
BGP session, the router first goes through the import praoggsocess which blocks
certain routes and sets certain parameters (e.g., loc&rpree value). Then, the result-
ing candidate paths are fed into the path selection proogsik a single best route for
each prefix. Finally, the selected routes are passed to egpmressing, which will filter
and modify those routes and forward the results to otherersuthat established BGP
sessions with this router.

The path selection process picks just one best candidatedsrtvarding path, and
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does this by comparing the attributes of candidate patpdststep, until only one path is
left. The process is illustrated in Table 2.1. In certain iempentations, limited multipath
support can be provided in this process. For example, in 08w routers [6], if certain
routes are nearly identical to the selected best path tbsy,are equal up to step 6 and
the AS path is identical), then they are used with the best giatultaneously to forward
traffic. Still, only the best path is advertised to the neigtig routers.

The AS relationships described in Section 2.2.1 are usealbyessed using the local
preference value, e.g., all customer routes are assignedaapreference value higher
than that of any peer or provider routes. During import pesteg, different local prefer-
ence values are assigned to incoming paths based on theediffeisiness relationships.
For example, all paths from customer ASes may be assignethhpceference value of
400 to 500, all paths from peer ASes may be assigned a lodarpnee of 200 to 300,
and all paths from provider ASes may be assigned a localq@mede of 50 to 100. Then,
the export processing filters certain routes, dependingpamhtom the routes are adver-
tised. For example, only paths with a local preference of #0800 (customer routes)
are advertised to the providers of this AS. If the best pattafoertain prefix happens to
be a peer route, then no paths associated with this prefibe/idldvertised to the peers or
providers of this AS.

Although BGP is an interdomain routing protocol, intrademeonsiderations will
also affect BGP’s route selection process. Big networkallisgontain more than one
BGP-speaking router. The edge routers normally estabBshResessions with adjacent
routers in other ASes, and then distribute the routes frot@raal sources to others in this
AS using iBGP sessions. Different routers may select difieAS paths for the same IP
prefix. For example, in step 5 of the BGP selection procesgesolearned from eBGP

sessions are preferred to those from iBGP sessions. If twye eoluters connected to
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different next-hop ASes can reach the same IP prefix, andwbedutes are equal in the
first four steps, step 5 dictates that they will each prefengohrough the immediately
connected next-hop AS, so they will select different AS paimultaneously. When this
happens, each AS can no longer be modeled using only one ho&ection 4.1, these

issues are addressed.

2.2.3 Routing Convergence

BGP is simultaneously executed on the routers deployedfaereint ASes, in other words,
the route selection process in the Internet is completedliatabuted fashion. The result
of a distributed algorithm may depend on the initial statéhefsystem and the execution
order during the process. In some cases, a distributeditlgomay not reach a stable
state, although stable states are reachable if anoth&l istiaite or execution order has
been picked. When a router switches its best route, temptoaps may be formed, and
packets may be lost. If the route selection process in BGR dog converge, certain
routers may keep switching best routes forever, which cae laadisastrous impact on
the Internet traffic. Therefore, protocol convergence iggportant concern in designing
interdomain routing protocols.

Tim Griffin and others proved that the BGP protocol itself sloet guarantee conver-
gence [15]. However, Lixin Gao and Jennifer Rexford lat@ved that the BGP protocol
will converge if certain policy guidelines are obeyed and thternet topology exhibits
certain characteristics [13], and they found that thoseragsions are generally true in
today’s Internet.

In MIRO, each router can select more than one path. With mauées and more
complicated routing policies, the original convergencegbrfor BGP needs to be re-

examined. Some policies which can guarantee the conveegendIRO are described
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in Chapter 7.

Recent work [38] proved that when using route selectiongydpecific to each edge,
the previous policy guidelines can actually be relaxed,levkiill guaranteeing conver-
gence. The more flexible default path selection provided ByBGP can definitely ben-

efit MIRO.

2.3 Related Work

Section 2.1 compared BGP, source routing, and overlay nm&sya his section is a brief
summary of individual work in source routing [4, 14, 22, 28,22, 44] and overlay net-
works [3]. Most source-routing proposals [4,14,22,28442can provide multiple routes
for every source-destination pair, and several of them44explicitly suggest routing
at the AS level rather than at the router level, as done in MIRO

The Feedback Based Routing work [44] suggests separatgjshovery of links in
Internet from inferring availability of these links. Eaabuter on the edge maintains a full
topology of the Internet and selects routes for all packetgrated from end hosts in the
local edge AS, while each router in the core announces tlstemde of its attached links
and forwards the packets as instructed. The availabilityné® is not announced in the
system; instead, edge routers try to avoid failed links bs+gqalculating multiple inde-
pendent routes and sending probes to determine the avig§ylalbipre-calculated routes.
The dissertation argues that the amount of routing messagesedback Based Rout-
ing is reduced significantly compared with BGP, since rauterly propagate structural
information. However, it remains to be seen whether FeddBased Routing is func-
tionally equivalent to BGP on achieving all traffic enginegrgoals. Also, Feedback

Based Routing assumes packets using the same AS path sk Eitancy, which may
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not be true in reality.

The Platypus work [28] points out that there is no way to gntea that the routes
selected by end hosts satisfy traffic policies set by intéliate ASes in previous source
routing works. The authors propose using network capéaslito achieve authenticated
source routing, and to satisfy traffic policies set by oth&e&. Network capabilities are
cryptical tokens issued by ASes, only packets with the gmaite network capabilities
are allowed to use the routers. In the platypus system, eackep contains a list of
waypoints and accompanying network capabilities issuedhbge waypoints. When
one packet reaches a waypoint, the corresponding capaisiliterified, and then the
packet is forwarded to the next waypoint denoted in the pacRéatypus presents an
interesting way for end hosts to select routes while respgcthe traffic policies set by
intermediate ASes, but it is not clear whether all trafficipiels can be expressed using
pre-assigned capabilities. Platypus is different froneoource routing systems in that
an intermediate AS may or may not pass on the capabilitidgtéioed from another AS,
therefore not all links are available to an end-host. Thesi@ts made by intermediate
ASes on capabilities may have unexpected interactions tvélfeedback mechanisms
used by end-hosts to select routes.

The Loose Source Routing work [4] proposes using Wide-AretayR Addressing
Protocol(WARP) over IP, and the header in the WARP protoaoitains hop-by-hop
forward path and reverse path. The source calculates aruifispethe entire paths in
the header, and then routers just forward them as instrudtieel paper suggests that the
path encoded in the packet can be used to implement bothrtitapslicies and receive
polices. When used to enforce receive policies, the retgiliost can inspect the path in
the packet and ask routers near the source to filter certdicings traffic. However, the

type of receive policies this system can enforce is limitestause the receiving host can
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not really change the path selected by the sending host.

The Nira work [42] argues that every user or user applicasioould be able to select
routes based on the contracts signed by the user and anylpro$ince every user may
sign multiple service contracts with remote providerssitnmpossible for edge routers to
make route selections, as this is too much state to keep. €uthier hand, end users must
keep track of the Internet topology, since they need to sélecentire route. To solve
these problems, Nira proposes encoding the Internet tgg@od AS relationships in the
source and destination addresses. It assumes that mass ayat“valley-free” as defined
by Lixin Gao and Jennifer Rexford in [12]; therefore, a hretacal addressing scheme is
proposed where any address of an AS contains a prefix repiegdne provider of that
AS. When an AS is connected to more than one provider, it didesrmultiple addresses
to its customers. In this system, an address uniquely iilenth provider-customer AS
chain. End users pick their routes by putting a specific soarad destination address in
the packet header, and then the intermediate routers inbp#t addresses to infer the
next AS on the path. One problem of Nira is that its infradinee is tightly coupled with
“valley-free” routes, and representing other types of esubr exposing other types of
AS relationships is not entirely impossible but very coroated. Another problem is its
route availability discovery; generally speaking, a usawnly notified of the changes on
the path to his tier-1 provider, and it is very possible tinet tiser chooses a destination
address that uses an unavailable path, and the packetogped:

The BANANAS work [22] argues that previous source routingkvepecifying hop-
by-hop path in packets is hard to incrementally deploy irajcglInternet, and it proposes
the use of PathID to solve this problem. The PathID is a shashtof a sequence of
globally known identifiers describing the path. When an apgd node in BANANAS

calculates a path, it knows not only the topology, but als@tvbther nodes are upgraded

25



in the graph. Also, every upgraded node knows the path Glounlalgorithm adopted by
every other node, so it can compute the complete forwardibtetused by every node,
if needed. At an upgraded source node, the PathlID, whiclesepts the entire path, is
put in each packet; at the next upgraded node, the Pathlpleced with a new PathID,
which represents the part of path that has not been travelee problem of BANANAS
is that each upgraded node needs to know the route seledtjontlam used by every
other node, because it needs to validate the feasibilithepath it selected. As a result,
it is hard to use more advanced or dynamic route selectiooritthgns and to keep the
computation cost low at upgraded nodes. Also, it is queabtanhow much flexibility
can be gained in BANANAS if intermediate ASes are only wijlito advertise a subset
of paths.

Recent work on Pathlet [14] suggests achieving scalalifityflexibility by exporting
routes at the level of virtual nodes. A virtual node can bewan a subnet inside one
AS, or an entire AS. This method can be used to achieve a migdlend between AS-
level path vector routing and router-level link state ragti However, the Pathlet system
still assumes that path selection is done by the end hostaarFmtermediate AS, once
a pathlet is advertised to its neighbor, the pathlet can lee by any downstream end
host. The intermediate AS has little control over how muelffitc will be directed to its
pathlets.

The Path Splicing work [25] suggests constructing sourcéeby combining mul-
tiple routing trees built on top of the physical network. &ivthe links in the physical
network, a set of path slices are generated, and each pe¢ghisk routing tree towards
the given destination. The paper gives an algorithm whichazdculate slices with very
few overlapping links without significantly increasing pdength. When a link fails,

packets can be forwarded from one slice to another to gusgamtiability. In the inter-
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AS domain, each AS can select more than one candidate pa#tecnultiple forwarding

tables, then use the splice number encoded in the packeteict see appropriate for-

warding table. The concept of path splicing can be applieMiRO as well; instead

of creating multiple forwarding tables, the additional resiintroduced by MIRO can be
used to build path splices.

Generally speaking, all of the previous source routing vauggests giving control to
end hosts or the edge routers; therefore, they do not gieem@diate ASes much control
over path selection, as discussed earlier in Section 2.1.2.

Some work considers how receivers can control the pathsitakencoming pack-
ets [4], but the purpose there is mainly the filtering of malis traffic. In contrast, MIRO
suggests new methods which can be used to control how ingopaickets are routed.

Bearing some similarities to overlay networks, MIRO estdi#s tunnels that encap-
sulate and decapsulate packets. However, MIRO selects patthe underlay with the
cooperation of the routers in intermediate ASes, rathar theecting packets over virtual
links to intermediate hosts.

Several papers propose new routing architectures thattoefow reachability infor-
mation is disseminated. Nimrod [9] uses clusters to hiddrternal topology of a net-
work, revealing additional details only upon request. Hegvethe members of a Nimrod
cluster must be contiguous, while the negotiations in MIR® lsappen between arbitrary
pairs of ASes. Also, the Nimrod work does not present theneeth details of how clus-
ters and the request-response protocol should be implexhehhe HLP [33] work uses
a hybrid of link-state and path-vector protocol. It divid&Ses into groups, and each
group contains multiple ASes with provider-customer lielaghips. Within a group, a
link-state protocol is used to compute paths; betweenréifitegroups, a path-vector pro-

tocol is used. Compared to HLP, MIRO does not require thaffardnt protocol be used
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when the AS relationship is different; therefore, MIRO capgort more flexible routing
policies.

Other routing architectures consider the role of cost aentives in making inter-
domain routing decisions. Nexit [23] enables cooperatietwieen neighboring ASes
in selecting egress points. Nexit uses negotiation to atredinherent inefficiency of
hot-potato routing and conventional traffic engineeringgtices [20]. Compared to
MIRO, the negotiation in Nexit focuses specifically on selegamong the existing BGP-
learned routes at multiple egress points rather than descoy new interdomain routes.
In that sense, the two proposals are complementary and coulckivably be part of a
larger framework for using negotiation to improve interdmmrouting. Another recent
study [1] proposes a routing system that advertises malf\8 paths, with pricing infor-
mation attached to each announcement. However, the papsmi present a concrete
design and evaluation of the protocol, making it difficultd@mmpare to MIRO directly.
Some other work [31,34] shows how the economic frameworkieagstablished to allow
more flexible path selection while rewarding participatedities economically. Similar
economic frameworks can be used in MIRO to stimulate the néealiting tunnels.

Multi-path routing has been explored in the context of idtnaain routing. Equal
Cost Multi-Path (ECMP) allows routers to split traffic oveuhiple shortest paths in
intradomain routing protocols, such as OSPF and IS-1S. Semposals have consid-
ered ways to relax the requirement in ECMP that all candigates must have the same
cost [10]. Recent work on TeXCP [21] has also explored hovptib tsaffic over multiple
intradomain paths for more effective traffic engineeringT€XCP, ingress nodes dynam-
ically adapt the splitting of traffic over multiple pre-contped paths. It appears TeXCP
and MIRO are complementary, in that MIRO focuses on ideimifyand selecting paths,

whereas TeXCP focuses on how to adjust the proportion dfdraf each path.
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Techniques for selecting multiple paths within an AS do ndeed directly to in-
terdomain routing. The routers within an AS can share togwlaformation, and they
are controlled by the same authority. In contrast, in imendin routing, ASes have lim-
ited information about the network topology and may havéedint (or even conflicting)
path-selection goals. Some recent work has proposed éxtsn® BGP to propagate
QoS metrics [40]. However, this approach is problematicracpce, because it requires
extensive deployment and cooperation among ASes, and iimraguce scalability chal-

lenges if the QoS information changes frequently.
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Chapter 3

MIRO Protocol Design

In designing a new interdomain protocol, the aim is to achidne following goals:

e Flexibility: The protocol should not be restricted to single-path rautiRackets
going through the same router or the same AS should be abtdltovfdifferent

paths.

e Scalability: The new protocol should keep the distributed informatiom tmini-

mum, preferably close to the amount transferred in currédPBrotocol.

e Control for intermediate ASesBoth the intermediate ASes and the end hosts
should be able to affect the selected paths. Because corgflimtisiness interests
exist, it is not always possible for every AS to get its mostickel path simulta-
neously. The goal is to allow selecting better paths if albimed parties will be
rewarded for using the new paths. Originally, those pathddcaot be selected

because of the single-path restriction.

e Backward compatibilityEven if some ASes are still using the current BGP proto-

col, MIRO should work.
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e Early adoption benefitsif the ASes who have adopted MIRO can gain greater
benefit than those who have not, it will be a nice incentivecfagry AS to adopt

MIRO eventually.

To achieve these goals, this dissertation proposes usenguiient BGP protocol to
constructdefault paths while adding multiplesupplemental path&® the default path
through interdomain negotiations. This section presdrgskey features of MIRO: AS-
level path-vector routing for scalability, pull-based teuetrieval for backward compati-
bility and scalability, bilateral negotiation between AS3e contain complexity, selective
export of extra routes for scalability and to give controlintermediate ASes, and tun-
neling in the data plane to direct packets along the choseteso For simplicity, each
AS is treated like a single node for now, and the implemeotedietails inside an AS are

deferred until Chapter 4.

3.1 AS-Level Path-Vector Protocol

At the AS level, MIRO represents both the default paths aedstipplemental paths as a
sequence of AS numbers. It also employs a path-vector pbtocdistributing default
paths. As in today's BGP, each AS adds its own AS number to thedth attribute
before propagating the route announcement to a neighbgiig

Although AS-level path selection seems natural for an ddarain routing protocol,
other options exist. Some protocols propose finer-grairadt pelection. For example,
some source-routing proposals suggest that all links ifritexnet be exposed to allow
link-level path selection. However, this dissertationuag that link-level path selection
exposes too much internal information of intermediate AGesl also limits the control

intermediate ASes can have over the flow of traffic. In additsupporting link-level path

31



selection requires the protocol to propagate a large amaoiustiate, and updates to this
state when internal topology changes. In contrast, somer @ifotocols [33, 44] divide
ASes into AS groups, and the routing protocol used betweegrAGps is different from
the protocol used inside each group. The general concethvg kind of protocol is that
AS relationships are directly built into the routing prodbdecause ASes inside a group
and those in different groups exchange different kinds ofsages. In these systems,
adjusting AS relationships would require reconfiguratibalbrelated sites, and the types
of relationship that are not built into the protocol wouldheed to implement.

This dissertation argues that routing at the AS level is tgbtrchoice. First, each
AS is owned and managed by a single authority, making the A&waral entity of trust
and policy specification. Second, routing at the AS level menscalable than at the
link level; each AS can keep its internal structure to itsalid traffic flow inside an
AS can be adjusted without affecting the AS path. Third, beeabusiness contracts
are often signed by authorities, rather than individualsisé is easier to verify that the
performance and reliability of a route conforms to an ASelaontract. In MIRO, groups
of related ASes can cooperate by exporting extra paths foe ritexible path selection.
In other words, the ASes in MIRO implement AS-group relasioips by adopting more
benign policies toward ASes inside the same group, rathear by speaking different
routing protocols inside group members. As a result, AS@4IRRO can belong to more
than one group simultaneously, but speak only one routingppol, and non-traditional

AS-group relationships can be implemented simply by comiiigunew routing policies.
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3.2 Pull-based Supplemental Route Retrieval

Routing protocols are designed to direct the packets in dnect directions so that the
packets can reach desired destinations. To do that, roptimtgcols need to propagate
available links or routes in the system. Both BGP and sourggirg use push-based route
advertisement: the receiver of a candidate route or a catalichk does not explicitly ask
for any routes, it just accepts whatever the neighbors send.

In MIRO, the traditional push-based route advertisemestilisised for default paths,
but pull-based route retrieval is used for supplement raiteertisements, instead. The
propagation of unnecessary information is avoided, by idiog candidate routes pas-
sively, and only when someone asks for them. Because it hes dieserved that most
ASes and end users are satisfied with the default routesdad\by BGP in the Inter-
net, this dissertation believes only a few ASes need thaeatrtes propagated. If more
people prefer a certain route than the default route, theryidg default routes protocol
should switch to the new route instead. The expectationasttie default paths should
satisfy most of the ASes, while the rest of the ASes can bsfsatiwithout leading to
significant information propagation cost. For example,igufe 3.1, AS A is the only AS
that is unsatisfied with its default route (ABEF). As a res@is A asks AS B to advertise
alternative routes, possibly including a routing policyg(e“avoid routes traversing AS
E”) in the request. All other ASes simply use their defaulites and incur no additional
overhead.

Another benefit with pull-based route retrieval is backweothpatibility: the ASes
that have not deployed our multi-path extensions to BGP camirtue to use today’s
push-based BGP protocol. For example, even if ASes C and odose the enhanced

protocol, AS A can still contact AS B for extra route cand&kat Each AS can decide
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Figure 3.1: Multi-path Routing Example
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on its own whether to deploy the enhanced protocol and to aeffealue-added service
to others. The evaluation section shows that even a modpkiyeent of MIRO by a
few tier-1 and tier-2 ISPs is sufficient to expose much of thearlying path diversity in
today’s AS-level topology, making it possible for early atiers to enjoy significant gains.
This can encourage other ISPs to deploy the protocol in dodevmpete effectively with

the early adopters in providing value-added services tio tustomers.

3.3 Bilateral Negotiation Between ASes

When referring to supplemental paths that are construa@sdéeded”, the next natural
guestion is, how does one define the need of individual ASeste®f the early routing
protocol proposals include a few common path attributesh s latency or bandwidth
in path advertisements. The author of this dissertatiorebet that different ASes have
different definitions of “need,” and using several commothpattributes may not be
enough for everyone. Also, adding new path attributes ih pahouncements means that
the protocol implementation on every related router needset updated. In MIRO, it
is proposed that ASes use private negotiations to expressribeds and path attributes,
instead of including standard measures in the public antements.

Moreover, MIRO uses bilateral negotiation between ASesretone AS asks an-
other to advertise alternate routes. Bilateral negotmsimnplifies the protocol, and it
reflects the fact that AS business relationships are ofteeoal anyway. In Figure 3.1,
negotiating with AS B is sufficient for AS A to learn a path to Ahat circumvents
AS E. In bilateral negotiations, the AS initiating the nagtion is referred to as thee-
guesting ASand the other AS as thesponding ASThe AS closer to the packet source

is theupstream ASand the one closer to packet destination isdbe/nstream ASn
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Figure 3.1, AS A is the requesting AS and the upstream AS, & As the responding
AS and the downstream AS.

Although this focuses on bilateral negotiations, an AS asilg approximate multi-
party negotiation by making requests to two ASes. In Figuite S A may ask both B
and D to advertise additional paths, with the goal of discogegpaths that avoid travers-
ing AS E. In responding to a request, an AS may also contacbongre downstream
ASes to provide additional paths. For example, AS B may askCA&advertise alternate
paths as part of satisfying the request from AS A, if C is noéadly announcing a path
that avoids AS E. Still, it is not envisioned that multi-hopgotiation needs to happen
very often, because most paths in today’s Internet are stypitally traversing four AS
hops or less.

In the simplest case, an AS negotiates with an immediatébergas in Figure 3.1,
where AS A negotiates with AS B or AS D. Allowing negotiatiortlvnon-adjacent ASes
provides greater flexibility, especially when the adjack8es have not deployed the new
multi-path routing protocol. For example, suppose ASes @ @rhave not deployed the
new protocol; AS A could conceivably negotiate with AS C tartethe path CF, using the
path ABC through AS B to direct packets to AS C, which thenasé¢he packets onward
toward AS F. In directing traffic through an intermediate MBRO is similar to overlay
networks, though it is envisioned that the routers in thermiediate ASes can support
this functionality directly, rather than requiring datacgets to go through intermediate
hosts.

Although Figure 3.1 shows an example where the requesting A% upstream AS,
downstream ASes may also initiate requests. For exampbpose the link EF in Fig-
ure 3.1(a) is overloaded with traffic sent by ASes A, B, D, and BS F. To reduce the

load on link EF, AS F can request one of more of the source A&dsvert traffic to the
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link CF. For example, AS F can negotiate with AS B to switch noad#ternate path that
traverses CF. Then, AS B can respond by agreeing to selepathéBCF instead of BEF,

and AS B will advertise the path BCF to its customers.

3.4 Selective Export of Extra Routes

Both the requesting AS and the responding AS can affect thdtran the negotiation.
The requesting AS controls the result by selecting who itotietes with, and which
path it picks among the choices; while the responding ASrotsithe result by selecting
which paths are shown to each requesting AS.

Upon receiving a request, the responding AS could concBiyabpagate all known
alternate routes to the requesting AS. However, annourdingf the routes may incur
significant overhead. In addition, the responding AS mayvwmt all routes as equally
appealing. As such, it is envisioned that the responding &$apply routing policies
that control which alternate routes are announced, anchpally tag these routes with
preference or pricing information to influence the routiregidions of the requesting AS.
For example, suppose AS C has a customer (not shown) thas waavoid the link CF.
Rather than offering both CEF and CBEF as alternate rout8sCAnay announce only
CEF, if sending traffic via AS B incurs a significant financialsg if AS C wants to
announce both, it can also tag the CBEF route with a higheepri

It is envisioned that the policies for exporting alternabeites will depend on the
business relationships between the two ASes. For examypppse an AS has selected
a route learned from one customer AS, but it has also learnethar route from a dif-
ferent customer AS; the AS may be willing to advertise alltooger-learned routes but

not routes learned from peers or providers. Alternativiélg, AS may be willing to ad-
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vertise all routes with the same (highest) local-prefeeevadue, or advertise other (less
preferred) routes only to neighbors that subscribe to a prenservice. These kinds
of policies are readily expressed using the same kinds afté&ronap” constructs com-
monly used in BGP import and export policies today [7], arstdssed in more detail in

Chapter 6.

3.5 Tunnels for Forwarding Data Packets

Under multi-path routing, the routers cannot forward paskm=sed on the destination IP
address alone. Instead, routers must be able to forwardittieefs along the paths chosen
by the upstream ASes. In MIRO, the two negotiating ASes éstabtunnelto carry the
data packets. The downstream AS provides a tunnel identifigre upstream AS; this
identifier does not need to be globally unique, it only hasgabique in the downstream
AS. In Figure 3.1(b), when AS A and AS B agree on the alternateer BCF, AS B
assigns a tunnel id of 7 and sends the id to AS A. In the dateeplaB A directs the
packets into the tunnel, and AS B removes the packets frontuttveel and forwards
them across the link BC. Then, AS C forwards the packets basdte destination IP
address along the default path to AS F. Section 4.2 showsadevays to encapsulate the
data packets as they enter the tunnel.

The upstream AS does not need to direct all packets into tenriRather, the AS
may apply local policies to direct some traffic along tunneisd send the remaining
packets via the default path. In Figure 3.1, suppose BCFdvasrllatency then BEF,;
then AS A may want to direct its real-time traffic via BCF, wehgending best-effort
traffic along BEF, especially if AS B charges for using alemroutes. The upstream AS

can implement these traffic-splitting policies by instadliclassifiers that match packets
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based on header fields (e.g., IP addresses, port numbertsypdf-service bits). The
upstream AS can also split the traffic to balance load acragspie paths; it can direct
a fraction of the traffic along each of the paths by applyingaahhfunction that maps a
traffic flow (e.g., packets with the same addresses and porbats) to a path, as in prior

work on multi-path forwarding within an AS [21].

3.6 Summary of MIRO Protocol

In this chapter, the design of MIRO was introduced. It treeac¢hieve flexibility and scal-
ability by adapting the current AS-level path-vector praib The interdomain routing
is divided into two levels, single-path path protocol (BG#&)default path propagation,
and pull-based route retrievals for additional paths whecessary. When ASes decide
that the default paths propagated via the single-path pobtto not suffice, they use bi-
lateral negotiations to discover alternatives. Using tiegjons, each party can control
the outcome by filtering the paths it is willing to provide arcapt. After negotiations,
they establish tunnels in the data plane to utilize the netwspiey just negotiated. The

next chapter illustrates the implementation details ofNHRO protocol.
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Chapter 4

MIRO Implementation

The previous chapter gives the high level design of MIRO, thiglchapter will describe
some implementation details for MIRO to be practical. Faraple, up to now the sim-
plification was made that interdomain and intradomain rayitian be cleanly separated;
therefore each AS can be treated like a single node in inteadto routing protocols, ig-
noring its internal topology. However, in reality ASes ofteave multiple routers that
participate in the interdomain routing protocol, and theices made in intra-domain
routing may affect the paths advertised in the inter-domairiing protocol. Therefore,
intra-AS architecture needs to be included in the implesugor of MIRO.

In addition, MIRO uses negotiations to discover additionates and tunnels. There-
fore, itis important to clarify how negotiations in the caitplane and tunnels in the data
plane will be achieved.

This chapter first describes how to implement MIRO acrosslieamn of routers
inside an AS. Then, several practical methods are presdatezhcapsulating packets
and identifying the end-points of tunnels in the data plakr@ally, the control plane

design is presented.
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4.1 Intra-AS Architecture

A large AS typically has multiple routers. Some of those evsitare connected with
routers in neighboring domains, they are called edge reut@ther routers are called in-
ternal routers, and they are only connected to the routsiderthe same domain. Routers
inside a domain typically exchange routing information thie iBGP protocol, and each
router independently picks the best route and propagatesetults to other routers. As
the decision process is independent, different routersprckyand advertise different AS
paths simultaneously for the same destination prefix. k¢hse, modeling each AS like
one node is obviously not enough.

For example, as illustrated in Figure 4.1, routers R1, R2, RB are edge routers.
Router R2 gets AS path VU from AS V, and AS path WU from AS W, wiR3 gets WU
from AS W. Assume that the path VU and WU have equal local pesfee and MED
value on all routers, when the best path is being picked inBG® selection process
as illustrated in Table 2.1, VU and WU are equally preferablsteps 1 to 6. Assume
that R2 picks VU over WU in step 7, it will then label itself dsetegress point for path
BD, and announce (VU, R2) to all other routers inside the domalthough R3 gets
(VU, R2), it prefers path WU learned via AS W in step 5 and pigkd instead, then
it announces (WU, R3) to other routers. Even if R2 gets (WU), R3vill decide (VU,
R2) is more preferable in step 5 and stick to its choice. Tioeee R1 will get both (VU,
R2) and (WU, R3) in the steady state, they are equally prefeta R1 in steps 1to 5, so
the IGP distance could decide which path R1 chooses in stHR& is closer, R1 will
choose (VU, R2) instead of (WU, R3).

From the above example, it can be seen that different routeide one AS may

choose different AS paths for the same prefix. The BGP is desipgth protocol, in that
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each router picks only one path for each prefix, though it dokesv different routers
inside one AS to pick different paths. However, the path g achieved under this
situation is still too restrictive, it assumes that manyilatites of the paths are equal, and
the final choices depend heavily on the internal network lgpo In MIRO, a higher
level of flexibility may be achieved by allowing multi-patelsctions, even on the same
router, and by allowing routers like R1 to select paths basedriteria other than IGP
distances.

In MIRO, an AS is allowed to advertise any valid AS paths on ahiys edge routers
(note that including internal routers will not introduced#tibnal valid AS paths). For
example, in Figure 4.1, R2 will announce both (VU, R2) and (WR2) to all other
routers although it will only label (VU, R2) as the defaultite. Also, R1 may announce
both VU and WU as candidate paths although it will mark VU as dlefault route. In
MIRO, AS X can provide WU as an extra route even if neither ASof AS W runs
MIRO.

To achieve that goal, two issues in MIRO need to be addressmd:do the routers
calculate and advertise these additional paths, and hothagackets transmitted inside
the domain to traverse the non-default paths? This diggertwill look at the second
guestion next, and return to the first question after that.

In MIRO, the upstream AS forwards packets into a tunnel. Thwerctream AS takes
packets out of the tunnel and continues forwarding them. Mthe downstream AS is
also the responding AS, packets will be forwarded alone ti@gal paths; otherwise, they
are sent using the default paths.

If each AS is abstracted to be one node, then “continue falwgrpackets” means
forwarding the packets to the corresponding exit link. Hegrewhen different routers in

one AS are linked with different neighboring domains and/thiek different AS paths,
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Figure 4.1: Intra-AS Routing Architecture

the packets must be sent to the correct edge router firstilaedge router should also
pick the correct exit link. For example, assume that bothiR2R3 choose WU as default
routes, and that AS X agrees to provide path VU to AS Y. Theruhael between AS X
and AS Y should end at router R2, and R2 should know that thiegbsun that particular
tunnel should be forwarded via link XV, rather than the défiank XW. Thatis, R2 needs
to decapsulate the packet and to forward the packet basduduartnel identifier. Then
ASY, in turn, must install the necessary state to ensuregheltets entering the network
are diverted to the appropriate tunnels. This may requirerA8 install data-plane state
at multiple ingress routers where the data packets mayearriv

Providing alternate routes to the customer requires coatdin amongst the routers

in AS X. Assume again that both R2 and R3 choose WU as the defail. By default,

1This functionality, known as “directed forwarding,” is alidy implemented in some routers.
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R2 does not announce the alternate route (learned from A® YRltvia iBGP. There
could be two main ways to implement the control protocol.skithe customer may
request alternate routes from R1, which in turn requesesradte routes from its iBGP
neighbors R2 and R3. If the client selects the alternatesrdRl propagates the tunnel
identifier and instructs R2 to install the necessary daaagltate for decapsulating and
forwarding the packets as they leave the tunnel on their wa& V. Second, a separate
service, such as the Routing Control Platform (RCP) [8] Mwepheus platform [36], or
the VROOM architecture [37], can manage the interdomaitimgunformation on behalf
of the routers. In this approach, the routing platform exges interdomain routing
information with neighboring domains, and computes BGRgah behalf of the routers.
The routing control platform in AS X handles the requestsririne customer’s routing
control platform for alternate routes to reach the desiimatT he routing control platform
can also install the data-plane state, such as tunnelimgstab packet classifiers, in the
routers to direct traffic along the chosen paths. The reggmtdposed BGP ADD-PATH
capability can also be used to expose the additional patisdther BGP speaker [35].

4.2 Data Plane Packet Encapsulation

The tunnels and the tunnel identifiers described in Sectibraf® abstract concepts, any
technique that can forward packets on existing networkeratg to attached tunnel
identifiers will work. In today’s Internet, people often ubd®-in-IP encapsulation for
tunneling, so the following discussion will focus on on thecific tunneling technique.
In this approach, the original data packet is wrapped in alfeleader when it enters a
tunnel, after which the intermediate routers forward the packet according to the new

IP address, and finally, the new IP header is stripped awdyatther end of the tunnel
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to reveal the original data packet. A data packet can be entated in several layers of
IP headers, resulting in a “tunnel inside another tunnel.”

If this approach is used in MIRO, the response from the dowwast AS will include
an IP address corresponding to the egress point of the tuloelivert a packet into the
tunnel, the upstream AS encapsulates the original packeg tigs IP address. Therefore,
MIRO must ensure that the upstream AS knows how to reachRnesgltiress, even if the
downstream AS is several AS hops away. In addition, it wikeeo be determined
which IP address MIRO should use, and ensured that the egrets is equipped to
decapsulate the packets and to direct them to the next ASeipakh. There are two
main options for which IP address the downstream AS shouwdige, with different
advantages and disadvantages:

IP Address of the Egress Routers or Exit Link&hen IP address of the exit links
are used, the downstream AS first labels each exit link withffardnt reserved IP ad-
dress, then advertises those addresses to the upstrearnrAaRample, in Figure 4.1, link
R2—AS YV, R2—AS W, and R3-AS W are given IP addresses 12.34.56.101, 12.34.56.102,
and 12.34.56.103 respectively, then 12.34.56.102 and1 563103 are advertised to the
upstream AS if AS W is the selected next hop AS. This way thelik is directly en-
coded in IP destination. Alternatively, the downstream A8 advertise the IP address
of egress routers. Because there are fewer egress rougereiit links, this will con-
sume fewer IP addresses, but the tunnel id needs to be ensodkdt the egress router
knows which exit link to pick. For example, AS X in Figure 4 drcadvertise 12.34.56.2
and 12.34.56.3 if AS W is the next hop AS, and advertise 13838.if AS V is selected
instead. R2 checks the tunnel id to see if link to AS V or thaa®W should be picked.

One Reserved IP Address for All Tunnel$ie downstream AS reserves one special

IP address for all tunnels. At each ingress router, the pagd&stined to this special
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IP address is replaced with the correct egress router IPeaddrFor example, AS X
in Figure 4.1 chooses 12.34.56.100 as the special IP addmdghat IP address is the
destination for any packets belonging to any tunnel in XoAksach ingress router grabs
a mapping table of (tunnetl, set of egress router IP addresses), for example, (tufnel
{12.34.56.2, 12.34.56}3will be installed on R1 if tunnel 7 uses the ASXAS W —AS

U route. Then, R1 learns from intra-domain routing protatat R2 is the closest one
in the set, therefore R1 sets 12.34.56.2 as the chosen IBssddVhen R1 sees a packet
destined to 12.34.56.100, it checks the tunnel id in the giadkds that the id is 7, and
then retrieves 12.34.56.2 from its lookup table. Finally iefplaces 12.34.56.100 with
12.34.56.2 and forwards the packet to R2.

By using one IP address for all tunnels, the downstream AS dotreveal any inter-
nal topology to the upstream AS. Therefore, the downstre&wan freely adjust which
exit router and exit link to pick at its ingress routers. Hewee this method requires
packet rewriting, and therefore data-plane modificatianallaingress routers. On the
contrary, by exposing IP addresses corresponding to egrass's or exit links, the in-
ternal topology is partially exposed to the upstream AS,tsminges in internal topology
may lead to tunnel destruction or packets traveling longstiadce. Moreover, it poses
security challenges as anyone can send packets to thessselsiand issue a DoS attack.

Advanced packet filters or network capabilities [43] can beduto prevent this problem.

4.3 Control Plane Tunnel Management

The control plane manages the creation and destructiomaogts, based on negotiations
between pairs of ASes. Section 4.1 described how routerscoardinate inside one

AS. This section discusses how two ASes interact to establw tear down tunnels.
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Figure 4.2: Control Plane Negotiation Example

Imagined that each AS defines a set of local policies reggriinnel management, and

then some software on the routers or end hosts can autotthatienitor current routing

situations and conduct the negotiations. This is similéinéccurrent BGP protocol, where

BGP policies are defined by human operators and actual pkttisas are performed

by programs on routers.

Figure 4.2 presents an example in which AS A launches a rétpésS B, specify-

ing the destination prefix and (optionally) the desired prties of the alternate routes.

Upon receiving the request, AS B advertises the subset afidate routes that are con-

sistent with its own local policy. Then, AS A selects one ddate route and performs a

handshake with AS B to trigger creation of the tunnel. The8,B\replies with a tunnel
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identifier (represented by the number “7” in the figure), ag tR address of the tunnel
end-point, and the ASes update tunnel tables accordingly.

A tunnel remains active until one AS tears it down, eitheivaty or passively. For
example, AS A will tear down the tunnel if the path AB changes{, if the path to B
now traverses through E) or fails, and AS B will tear down thentel if the path BCF
to the destination prefix fails. The ASes can observe theaagds in the BGP update
messages or session failures. However, when A can no loagehn B, the “active tunnel
tear-down” message itself may not be able to reach AS B. Taldeaving idle tunnels
in the downstream ASes, AS A and B should adopt a soft-stat®qol, where they
exchange “keep-alive” messages in the MIRO control pland,destroy tunnels when
the heartbeat timer expires. These “keep-alive” messagebe directed to a specialized
central server (such as the RCP) in each AS; that server wvaliitor the health for all

tunnels and actively tear down unused ones.

4.4 Summary

This chapter addressed several implementation issues ROMFirst, the intra-AS im-

plementation was described. Different routers in each A8 beaconnected to different
neighboring ASes and they pick default BGP routes indepethde@IRO tries to achieve

flexibility by allowing an AS to advertise any valid AS pathsany of its edge routers. To
do that, MIRO assumes that routers inside the domain exehaog-default paths with
each other or that a separate service like RCP exists to redghaginformation. Tunnels
inside MIRO end at the edge routers, therefore intermedatiers can just forward the
packets inside a tunnel along the default path, and thendfe euters use “directed

forwarding” to send them to the correct exit links.
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After that, the data-plane implementation was describdg discussion focused on
IP-in-IP encapsulation; the upstream AS will use the IP eslglit obtained from the
downstream AS to encapsulate packets. The downstream Aseliesal choices in cal-
culating that IP address, each with its own advantages aadidntages.

Finally, this dissertation presented a brief descriptibhaw tunnels can be managed
in the control plane. The tunnels in MIRO are establishedubh dynamic negotiations,
which are controlled by predefined policies. Then, each Afitocs the changes in the
BGP protocol and tears down tunnels if needed.

Other than the issues already addressed, it is imagineththratdetails will be needed
when MIRO is deployed in practice. However, that is outstiegcope of this disserta-
tion. This dissertation just illustrates the high levelidasand show the benefit of MIRO.
In the next chapter, MIRO will be evaluated using an AS-leégpblogy and some sample

applications.
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Chapter 5

Performance Evaluation

In this section, the effectiveness of MIRO is evaluated tase an AS-level topology
which is annotated with the business relationships betweeghboring ASes. After de-
scribing the evaluation methodology, this dissertatioovahthat MIRO can expose much
of the path diversity on this AS-level topology. Demonstrgtwhether MIRO provides
enoughflexibility requires evaluating the protocol with a partiaupolicy objective in
mind. Most of the evaluation focuses on the scenario in wkhehsource AS wishes
to avoid a particular intermediate AS for security or pemi@nce reasons. These ex-
periments are used to demonstrate that MIRO is flexible aficleaft, and that it offers
substantial benefits to early adopters. A second applicadialso briefly considered, in
which a multi-homed stub AS needs to negotiate with upstré&as to balance load

across multiple incoming links.
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Name Date # of Nodes| # of Edges| P/C | Peering| Sibling

links links links
Gao 2000 || 10/1/2000{ 8829 17793 | 16531 1031 231
Gao 2003 || 10/8/2003| 16130 34231 | 30649| 3062 520
Gao 2005 || 10/8/2005] 20930 44998 | 40558| 3753 687

Agarwal 2004| 2/10/2004| 16921 38282 | 34552| 3553 177

Table 5.1: Attributes of the data sets
5.1 Evaluation Methodology

Ideally, MIRO should be evaluated by deploying the new protaon the Internet and
measuring the results. As this is not possible, MIRO is eat&ld in an environment as
close to the current Internet as possible. Evaluating @asts of BGP update messages
is not sufficient, both because of the limited number of datl§ available and of the
need to know what routing policies to model. Instead, MIR®&valuated on the AS-level
topology, assuming that each AS selects and exports roasegdlon the business rela-
tionships with its neighbors [13]. This dissertation dramsthe results of previous work
on inferring AS relationships [12, 32], applied to the BGBIé&s provided by Route-
Views [30]. Invariably, RouteViews does not provide a coetplview of the AS-level
topology, and even the best inference algorithms are irepgrbut it is believed that this
is the most appropriate way to evaluate the effectiveneddIBO under realistic con-
figurations. The main results depend primarily on the tylpfe@-path lengths and the
small number of high-degree nodes, which are viewed as fuedtal properties of the
AS-level topology. As such, it is believed our main conatuns still hold, despite the
imperfections in the measurement data.

To infer the relationships between ASes, the algorithmseaeed by Gao [12] and
Agarwal [32] are applied. The results using those two athars are different, but the

main conclusion still holds. A previous study suggestetltie Gao algorithm produces
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Figure 5.1: Node Distribution

more accurate inference results [24], so this evaluatioiwentrates on the topology ob-
tained using the Gao algorithm and uses that inferred vidgawal algorithm just as a
reference. Using the Gao algorithm, MIRO is evaluated utitiere instances of the AS-
level topology, from 2000, 2003, and 2005, to study the éffe€the increasing size and
connectivity of the Internet on multi-path routing. Theuksising the Agarwal algorithm
on 2004 data are provided as a reference. The key charaictenthe AS topology and
business relationships are summarized in Table 5.1. Figurglots the distribution of
node degrees for the topology data evaluated in the disigerta he graph is consistent
with previous studies that show a wide variance in nhode a@egrehere a small number
of nodes have a large number of neighbors; these nodes poneéso the tier-1 ASes that
form the core of the Internet.

After inferring AS relationships, conventional policieseaapplied for selecting and
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exporting routes to construct routing tables, where eaclodgiates a single destination
prefix. This represents the base scenario of single-pattingpbased on the existing
BGP protocol. To evaluate MIRO, this dissertation consdhree variations on how a

responding AS decides which alternate routes to announme rgguest:

e Strict Policy (/s) The responding AS only announces alternate routes with the
same local preference as the original default route. Fomeka, if an AS origi-
nally advertises a peer-learned route to its neighborAhdoes not announce any
alternate routes learned from a provider. It is assumedth®ASes follow con-
ventional export policies. For example, an AS does not anocewa route learned

from one peer to another peer.

e Respect Export Policy (/eYhe responding AS announces all alternate routes that
are consistent with the export policy. For example, an ASocances all alternate
routes to its customers, and all customer-learned routés feers and providers.
This is more relaxed than the Strict Policy, since an AS aaly announcing cus-

tomer routes to its customers can now announce peer or @onadtes as well.

e Most Flexible Policy (/a) The responding AS announces all alternate routes to any

neighbor, independent of the business relationships.

The last scenario, though arguably unreasonable in peagirovides a basis for evaluat-

ing how well MIRO can expose the underlying path diversityhia Internet.

5.2 Exposing the Underlying Path Diversity

The first experiment measures the path diversity under tiee tholicies, and compares

MIRO with conventional BGP and source routing. First, thenlvers of candidate routes
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between each (source, destination) AS pair are comparedhan the totals are sorted
and the distribution is plotted in Figure 5.2 and Figure S.Be graph shows the results
for two scenarios: (i) each source AS negotiates with anytofmmmediate neighbors
(labeled with “1-hop”) and (ii) each source AS negotiatethveiny ASes on the default
BGP path to destination (labeled with “path”).

In the Gao 2005 data, of the 300 million (source, destinat®d® pairs analyzed,
only 5% have no alternate paths in the worst case (i.e., e (§ plot on the “1-hop
strict policy” line). The number of paths grows exponeryiah the “path” curves, while
it increases pretty quickly and stays relatively flat in tieHop” curves. For both sets
of data, more than half of the AS pairs can find at least tendtefreate paths, and a
guarter of the AS pairs have at least one hundred altern#éts ploreover, the “respect
export policy” and the “most flexible policy” curves are slarifor both sets of data,
meaning that most of the benefits of multipath routing candaged without violating
the export policy. The “strict policy” line is a bit more reistive, but still performs quite
well. Interestingly, the shapes of the curves are prettyilamover different years of
data, although the absolute numbers grow over time. For eosgn, in the Agarwal
data, around 13% have no alternate paths in the worst cadehare is little difference
between the “1-hop”curve and the “path”’curve. Thereforéerknt topology inference
algorithms have some impact on the degree of flexibility, inuall cases, MIRO can

expose a lot of underlying paths even under the strictestypol

5.3 Avoiding an AS in Default Path

Counting the number of paths is not sufficient to evaluateetfectiveness of MIRO,

as many of the paths may share some nodes or edges in commgh).ithNeevaluated
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Name Single || Multi/s | Multi/e | Multi/a || Source
Gao 2000 || 27.8%]| 65.4% | 72.9% | 75.3% | 89.5%
Gao 2003 || 31.2%|| 67.0% | 74.6% | 76.6% | 90.4%
Gao 2005 || 29.5%| 67.8% | 73.7% | 76.0% | 91.1%

Sharad 2004 34.6%/| 56.7% | 62.0% | 68.1% | 86.3%

Table 5.2: Comparing the routing policies

how well MIRO can satisfy a specific policy objective: aveidian intermediate AS
known to have security or performance problems. The sucedssis calculated for
every (source AS, destination AS, and AS-to-avoid) tri@@ases where the AS-to-avoid
is an immediate neighbor of the source AS are deliberatetjyueled. In these cases,
avoiding the AS requires the source to select a path fromhan@inmediate AS anyway.

In addition, an AS is not likely to distrust one of its own imdi&te neighbors.

5.3.1 Success Rate of Different Policies

Table 5.2 presents the cumulative percentage of the sucatsgor each policy. As
expected, the table shows that single-path, multi-pathsanrce routing policies provide
increasing degrees of flexibility. In the single-path cdke,source AS can only satisfy
its policy objective by selecting a route announced by asmottmnmediate neighbor. In
the multi-path case, the source AS is allowed to use the scan@eounced by BGP, or
establish a routing tunnel with another AS. Although souotging can select any path,
the source AS cannot always find a path that avoids the offigndls. If the AS-to-avoid
lies on every path to the destination, then no policy canesafally circumvent the AS.
A depth-first search algorithm is run on the graph to iderttiiyse nodes.

Multi-path routing performs very well for this applicatiorin the Gao data, using

the strictest multi-path policy, the success rate incref®en around 30% in the single-
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path routing case to around 65%. Relaxing the policy bodsis number further to
around 72%. If the tunnels are allowed to traverse pathsvib&ite conventional export
policies, the success rate can be increased to around 76%asTiot all that far from the
source-routing policy’s success rate of 90%. Source rgugichieves most of this gain
by selecting paths that conflict with the business objestfee intermediate ASes. For
example, source routing allows two ISPs to communicate bgcting traffic through a
stub AS, which is not desirable. In the Agarwal data, theeddhce between different
policies are smaller, and multi-path policy has smallenghut still, MIRO increases the

success rate from around 34% to 68%.

5.3.2 Avoiding State Explosions

The next experiment quantifies the amount of state that MIRGtimandle to negotiate a
routing tunnel. This analysis was conducted by countingitimaber of ASes the source
must contact, as well as the number of candidate paths extbefore a successful alter-
native is identified. For this test, the cases where todayie-path routing can succeed
were eliminated, because MIRO does not need to establistelsion alternate paths in
these cases. Table 5.3 lists the success rate of multi-pating, the average number of
AS queries per (source, avoid, target) tuple, and the aganagber of paths obtained in
each case.

For the 2005 data, when the flexible policy is used insteadhefstrict policy, the
average number of ASes contacted decreases to 2.43 fronvthBth seems to suggest
that the source AS initiates fewer negotiations. Howeweswitching to flexible policy
from the strict one, the average number of paths increases 43.1 to 164, so there is
a need to check more paths, although there are fewer nagosatSimilar trends can

be seen in other years, because the more flexible policy tenakbow more candidate
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Policy | Success Rate AS#/tuple Path#/tuple
strict/s 65.4% 2.55 15.9
export/e 72.9% 2.18 27.3
flexible/a 75.3% 2.00 715
a) Gao 2000 data
Policy | Success Rate AS#/tuple Path#/tuple
strict/s 67.0% 2.83 28.7
export/e 74.6% 2.38 44.3
flexible/a 76.6% 2.22 106.8
b) Gao 2003 data
Policy | Success Rate AS#/tuple Path#/tuple
strict/s 67.8% 2.80 36.6
export/e 73.7% 2.53 58.9
flexible/a 76.0% 2.38 139.0
c) Gao 2005 data
Policy | Success Rate AS#/tuple Path#/tuple
strict/s 56.7% 1.99 4.62
export/e 62.0% 1.90 8.30
flexible/a 68.1% 1.66 71.1

d) Sharad 2004 data

Table 5.3: Comparing the intermediate states
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routes in the responding AS. Comparing across the yearsuimber of paths per tuple
increases with time because the AS topology becomes bettaeected. As expected, the
higher path diversity increases the success rate as wehémad data, fewer ASes and

paths are explored, but the success rate is also a littlevodr

5.3.3 Incremental Deployment

The next experiment shows that MIRO is effective even whdyg arfew ASes adopt
the enhanced protocol. The tests show that a handful of yhigtinected tier-1 ASes
contribute to most of the path alternatives, if export pekcare respected. Referring
back to Figure 5.1, only 0.2% of the ASes has more than 20hberg, and less than 1%
has more than 40. However, these ASes play an importantnddRRO. In Figure 5.4
and Figure 5.5, the x-axis is the percentage of nodes thatddopted MIRO, plotted on
a logarithmic scale. It is assumed that the source AS canestgblish tunnels with one
of these nodes, in order of decreasing node degree to capeitikely scenario where
the nodes with higher degree adopt MIRO first. The y-axissplbe ratio of success in
finding a path that avoids the offending AS, using as base tmebers for ubiquitous
deployment and the most flexible policy.

The curves in Figure 5.4 and Figure 5.5 confirm that the mosheoted nodes con-
tribute most of the benefit. In the 2005 data, if only the 0.2%strconnected nodes
(i.e., nodes with more than 200 neighbors) adopt MIRO, trstesy can already have
around 40% to 50% of the total gain. If the 1% most-connecteten (i.e., with degree
greater than 40) adopt MIRO, the system can get around 50%24007 the benefit; these
nodes include many of the tier-1 and tier-2 ISPs. Inspedhtiegesult on other years, the
numbers in Sharad data are a bit lower, and can only achieé#et@316% of the total

gain when the top 0.2% nodes adopt MIRO, and can only get 4088%ogain with top
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1% nodes converted to MIRO. Still, the data in different gestnow similar trends, and
the numbers are quite impressive. For the sake of compatisereffects of low-degree
nodes adopting the protocol first are also evaluated. Anajythe 2005 data, success
rates were less than 10% until 95% of the nodes adopted MIRExefore, it is not very
effective to deploy the new protocol at the edge first. Fataly, it is much more likely

that a small number of large ASes will adopt MIRO than a largeber of small ASes.

5.4 Controlling Incoming Traffic

Next, brief evaluation is presented of a second applicatiomulti-path routing. This
example focuses on multi-homed stub ASes that want to esetta over inbound traffic
to balance load over multiple incoming links. Evaluatingedfic-engineering application
is difficult without a global view of the offered traffic, sodlresults should be viewed
as a back-of-the-envelope analysis to demonstrate thehateMIRO can play in this
application. In the absence of traffic measurements, itssiragd that each source AS
generates equal amounts of traffic. This allows an estimatidghe total traffic on each
incoming link simply by counting the number of source ASeisgshis link.

Another question that needs an answer is what will happemvtie default path
changes. In the original evaluation of MIRO [41], it was ased that all the ASes that
transit through an intermediate AS always use this interated\S to send traffic. It was
also assumed the ASes originally using other paths woulth@atfected to simplify the
calculation. This dissertation also evaluates the caseendsrh AS independently rese-
lects its own path when an intermediate AS changes its satecherefore, some ASes
may not select the incoming link as expected. In realitys ipossible the intermediate

AS forces its clients to prefer a longer path over a shortéin paing BGP community
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values. Therefore, the former method gives the upper bowhde the latter gives the
lower bound, and this dissertation calls the two methodswed.all” and “indepen-
dentselection”, and label them “convert” and “independent’peagively in the graph.

This dissertation calls a node a “power node” if it lies onA&path to the destination
AS for many source ASes, and evaluates the benefits of thimadish AS requesting the
power node to switch to an alternate path that traversedexelit incoming link. If that
power node advertises the new default path to all its neighlbopefully many neighbors
will also switch to the new path. This application is evaghlby showing how many stub
ASes can find at least one “power node” that can potentiallyendesignated amount of
traffic using this method.

In Figure 5.6 and 5.7, both the flexible policy and the straligy are examined on
the data. For example, in the 2005 data, 10,383 multi-honhda ASes were tested,
in total. The figure shows that under strict policy and “catal” model, around 83%
of the stubs have at least one power node that can move maerd @a of the incoming
traffic, and around half of them have one power node that careratleast 25% of traffic.
If flexible policy is used in the “convemll” model, 98% of the stubs have at least one
power node that can move more than 10% of the traffic, and arbati have one power
node that can move 35% of traffic. Under strict policy and timelépendenselection”
model, around 64% of the stubs can find at least one power nba#wan move more
than 10% of the traffic, half of them have one power node thatcave at least 15% of
traffic; under flexible policy in this model, 77% of the stules/k at least one power node
that can move more than 10% of the traffic, and half of them lwaespower node that
can move at least 20% of traffic. There is a gap between the twdeis, but a big portion
of traffic can be moved even under the “independsgiection” model. Interestingly, in

some cases, more power nodes can be found under the “caiNartodel. The reason
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is that some stub ASes originally not using the convertiagsit AS prefer the new path
and switch over.

Further analysis on the power nodes in the 2005 data and fvadsrtore than 90%
are nodes with more than 200 neighbors—most likely tierRslSimmediate neighbors
of the destination AS constitute only 9% of the power nodesuiad 68% of the power
nodes are two hops away from the destination AS. Therefol®& ability to send
requests to non-immediate neighbors offers a significaint gad being able to negotiate

with tier-1 ISPs, in particular, is especially useful.

5.5 Summary

The experiments show that MIRO is very effective in helpinged achieve their policy
objectives. In the avoid-an-AS application, MIRO helpsr@ase the success rate from
30% to 76% by establishing only one tunnel for a (source,il@sbn) pair. Although
source routing can push the success rate to 90%, it requiiges ¢hanges to the routing
framework, and must exploit unusual paths that traversie Atbes. In the incoming-
traffic-control application, more than 64% of the stub ASas enove around 10% of
traffic, and half of them can move at least 15% of the traffic bgatiating with a single
intermediate AS.

This also shows that most of the alternate routes are prd\ngiehe most-connected
nodes. This conclusion may lead people to conclude that MdRGEfits the big ISPs
most. Yet, MIRO is designed to expose the existing candigatks in the Internet, so
it is not surprising that the participation of the well-camted ASes provide the most
benefit. Yet, these results are quite dramatic, suggestiageven early adopters can

achieve a significant gain, especially if ASes can negotdtethe non-adjacent ASes.
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Chapter 6

Routing Policies

The policy specification language is intentionally excldide this design, because the
underlying mechanisms should give users maximum flexydiippicking and expressing
their own policies. However, to give the readers a concreteige, this dissertation will
present some sample policies and describe how they can igwaal. This chapter first
describes how policy configuration is done in current Iné¢rthen compares that to the

multi-path case.

6.1 Policy Configuration in Current Internet

The current BGP specification (RFC 4271) describes how tw® BE&ighbors exchange
information and the decision process, without definingirmupolicy specification [29].
Various vendors have come up with their own policy speciiicatanguage and tools,
and this dissertation will describe how MIRO can be configurng extending one current
policy specification language. Similar extensions to theitig Policy Specification

Language (RPSL) [2] should be easy to make.
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The BGP policies can be divided into import policies and ekpolicies. Import
policies define which unwanted paths should be filtered, amdvarious attributes (e.g.,
local preference value) should be set on the received pagpsrt policies filter the paths
advertised to each neighbor, and adjust various attriboftéise paths. The BGP route
decision process tries to pick the route with the highesdllpceference. If several routes
are equal on local preference, a set of steps are applie@#k lies, like comparing path
length, path origin, MED value, internal path cost, and et router id, in that order.

Cisco designed route-map command which can be used to comfiglicy routing.
The user can specify the actions to be taken when the matchirdjtion is satisfied. The

syntax is as follows:
route-map map-tag [permt | deny] [sequence-nunber]

Wheremap-tagis a name for this rulepermitor denygives the action to be taken, and
sequence-numbgjives the position of the rule in all route maps.

For example, the following route-map command specifies #mgt route received
from 12.34.56.1 that matches the filter parameters set in@&8ss list 200 (routes that

never go through AS 312) will have its local preference s&30 and will be accepted.

Cisco route-map example

router bgp 100

nei ghbor 12.34.56.1 route-map Fl X- LOCALPREF in
nei ghbor 12.34.56.1 rennte-as 1

!

rout e-map Fl X- LOCALPREF perm t

mat ch as-path 200

69



set | ocal -preference 250

i p as-path access-list 200 deny 312

6.2 Multi-path Routing Policies

In the multi-path case, aside from defining which route upsl& match and then what
actions to take, it is necessary to define how negotiationsildhbe conducted. The
policies are divided into two parts: negotiation relatetésuand route selection rules.
The negotiation rules specify how to establish and managetiaions, while the route

selection rules filter the available candidates.

6.2.1 Negotiation Related Rules

In the requesting AS, the rules should specify when to trigggotiation and with whom
to negotiate. In the responding AS, the rules should deseviben and from whom new

negotiations will be allowed.

e Requesting AS—when to trigger negotiatidiegotiations should only be triggered
if none of the current routes satisfy the desired propertheWever the routes or
the policies change, the router should check the triggezorglitions, then initiate

a negotiation when the conditions are satisfied.

e Requesting AS—whom to negotiate witfhe requesting AS has to guess which
ASes may have appropriate candidate routes, good guessgseedly shorten the
negotiation process. For security policy like “avoiding 8%2”, some possible

candidates are the ASes on the default path between thestegquéS and the
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AS 312 that understand the new protocol. This can be donesgidar expression

matching on the default route.

e Responding AS—whether to allow negotiatioffe responding AS can specify a
limit for the total number of tunnels, a rate limit for estebling new tunnels, or a

firewall where only negotiation requests from trusted peeesaccepted.

6.2.2 Route Selection Rules

The responding AS can specify filter rules to selectivelyakfs candidate routes. The
requesting AS should also set evaluation rules to determvimeh candidates to pick.
Those rules may evaluate several factors in the decisioceps) like the cost or the

quality of different routes.

¢ Route filtering:Many existing metrics can be utilized in specifying filtegirules,
e.g., only advertise routes with a local preference valuaaife than 100. In prac-
tice, it is often the case that all customer routes are asdigime same preference
value, all peer routes with a lower value, and all providertes with the smallest lo-
cal preference value. Therefore, the selective exporsrdéscribed in Section 3.4

can be easily specified by reasoning with specific local peefee values.

Optionally, the requesting ASes can specify simple requiénets to avoid getting
useless candidate routes. For example, the requesting A®xgdicitly request
“only give me paths without AS 312.” The responding AS addasrdfuirement to

candidate filtering before responding with final answers.

e Route preference and cogihe routes preferred by the requesting AS may be those

less desired to the responding AS. For example, the reage&® wants to select a
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low latency route in the responding AS which goes throughxgemrsive provider
link. In this case, a price system can be introduced so tleatadtponding AS gets
compensated accordingly. Any notion of price would work@sgl as both parties
agree on it. With a price tag attached to each route, innevdtisiness models
can be enabled. For example, the responding AS can sellsibmer routes for a
lower price and all peer routes for a higher price. The requg@S then picks a

candidate based on both local preference and cost.

How to build the economic framework is an interesting topidtself, but it is
outside the scope of this dissertation. In the followingregées, it is assumed that
ASes use integers to specify a fixed price for a route in eagotraion. When a
negotiation succeeds, the requesting AS agrees to payitteefpr the route, and
the responding AS agrees to provide transit service. Wharaw of the parties is
no longer satisfied with the price, the tunnel will be termi@th then the requesting

AS will re-negotiate a new tunnel using a new price if needed.

6.3 Multi-path Policy Specification Example

Next, this dissertation shows how to specify the policiescdbed above using a simple
example. In this example, the administrator specifies a lgirs@curity policy “always
try to avoid AS 312,” similar to what was done in the route-negample. However,
previously that AS is stuck if all of its candidate routes gmtugh AS 312. With MIRO,
negotiations can be initiated to explore other options.

The following specification is written in this dissertatisnmaginary “extended”
route-map command. It says that the requesting AS (AS 10D)nitiate a negotia-

tion if the “deny AS 312" rule results in an empty candidaté dé will try to initiate
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negotiations with each AS that sits between itself and AS@1any of the current can-
didate paths. The maximum price to pay for this tunnel is ZBte responding AS (AS
150) specifies that it will accept negotiations from anybadyong as the number of ac-
tive tunnels is less than 1000. It is willing to provide allstomer routes (locgbref >
200) with a cost of 120 and sell all peer routes (lopeg#f > 100) with a higher cost of
180.

Imaginary extended route-map example

The Requesting AS

router bgp 100

I
route-map AVO D AS permt 10

mat ch enpty path 200

try negotiation NEG 312

!

i p as-path access-list 200 deny 312
!

negoti ati on NEG 312

match all path #1312

start negotiation #1 w th naxi mum cost 250

The Responding AS

router bgp 150

!
accept negotiation from any

when tunnel nunber < 1000
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|

negotiation filter FILTER-1
filter permt local pref > 200
set tunnel cost 120

filter permt local pref > 100

set tunnel cost 180
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Chapter 7

Convergence Proof

As described in Section 2.2.3, in a distributed route selactlgorithm, it is very im-
portant to guarantee that the algorithm converges to aestdhte. For the current BGP
protocol, previous work [13, 15] showed that routing ingigbmay happen in BGP;
however, if certain policy guidelines are obeyed, and therhet topology exhibits cer-
tain characteristics, the algorithm is guaranteed to cayeve

Under MIRO, ASes can establish new tunnels through negmiist therefore the
proof in [13] cannot be trivially applied here. This dissgion will show that, in addi-
tion to the assumptions made in [13], if ASes follow some &ddal guidelines in route
negotiations, the algorithm used by MIRO is still guaradteeconverge.

This chapter will first introduce an abstract model on whicé whole convergence
proof is based, then briefly summarize the convergence profi3]. After that, this
chapter shows why the previous convergence proof cannoivialy applied in MIRO,
and gives out three new guidelines which can guarantee oygwee. Finally, the effect

of mixing and matching the three guidelines in practice sdssed.
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7.1 Abstract Models

This section first presents an abstract model for MIRO. Thelehand proof are an

extension to the work in [13], therefore, the original naiat are kept whenever possible.

7.1.1 BGP with Routing Tunnels

As in [13], the topology of the BGP system is modeled as a efest graph. But in
MIRO, there are two kinds of paths, rather than just one kinthe original model: the
default paths provided by the BGP system, and the specitihgptunnels established
between AS pairs. The routers speaking MIRO are a subset Bf §@akers. Therefore,
the topology of MIRO is modeled as a clustered gr&bk (N, V, E, E’), where the
setN consists of ASes, the vertex sétconsists of all routers speaking BGP protocol,
the default edge sd&i consists of all eBGP peering sessions, and the tunnel edde se
consists of all routing tunnel sessions. In MIRB, reflects all pairs of BGP speakers
that can possibly establish a tunnel, there can be an edgedettwo BGP speakers
even though the tunnel is not eventually established. Eadier belongs to only one AS,
but each AS may have more than one router. This dissertasesa(i)cN to denote the
AS to which a BGP speakebelongs.

A BGP route updateincludes destination prefix prefixX), next-hop interface address
(rnexthop), AS path (as_path), and local preferencelpocal_pref). As in [15], it is as-
sumed that each AS uses its own ranking funcf{enexthop, r.localpref, r.aspath)to
pick the best path among all available candidates. Each B@&ker advertises updates
for one or more prefixes, and the updates can be selectivetyte@adjacent routers via
an iBGP or eBGP session.

Although MIRO uses a pull model instead of a push one, its emance can still
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be proved by calculating routing updates. In MIRO, the ratjng AS first sends out a
request asking for suitable candidates. Upon request,pmmeing AS selects a subset
from its available paths, and returns them back to the reoueAS. Finally the request-
ing AS picks the most preferred candidate and establisheetutimel, or gives up if no
routes are suitable. When convergence is proven in MIRQetisethe assumption that
when the requesting AS first asks for candidates, it doesttattaany restrictions in the
request. Instead, it filters all inappropriate paths atierresponding AS sends back the
candidates. While the responding AS will send more cand&lftan necessary in this
model, it does not change the result of route negotiatiotiseiffiltering function of the
responding AS does not depend on the restrictions the raggesS sent out. In this
model, it is assumed that every responding AS has a filtetingtion to prune its avail-
able paths, and every requesting AS has a separate rankiogicio which returns the
best route for the tunnel or empty set if no paths qualify. Caedidate paths returned by
the responding AS are called a tunnel update.

This dissertation usd®to denote BGP route updatdsfor tunnel updates, and for
the union of two sets. That i8]l = RU T. The symbol denotes a MIRO update, which
can either be a BGP update or a tunnel update, each MIRO updatains at least the
destination prefix{.prefiy, and the AS path selected.és path).

In modifying BGP routes, each router applies an implicit ortgpolicy defined by
the protocol specification and an explicit import policy figared by the network op-
erator. Letb_.im_import(l, v)[U] denote the set of updates after applying the implicit
import policy ofv on edgel. The implicit import policyb_im_import says that a loop
can never be introduced in the AS path:aif/)er.as path, thenb_im_import(l, v)[{r}]
= {} removes the path, otherwiseim_import(l, v)[{r}] = {r} keeps the path. The

explicit import policy b_eximport then applies further updates to the incoming path
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set. Therefore, the import policy transforms the set of wgslal asb_import(l,v)U]
= b_eximport(l,vb_im_import(l, v U]].

After applying the import policies, each BGP speaker foBaavroute selection pro-
cessBSelect(S)o pick the best route for each prefix. Also, each BGP speades export
policies to determine which updates it should broadcashéurto its neighbors and how
to modify those updates in advertisements. During the 8eleprocess, the BGP speaker
picks the route with the highestiocal_pref, then breaks ties by considering the length
of r.as_path and other metrics.

As explained above, in the convergence proof, this dissentaassumes that each
requesting AS has a ranking function to evaluate routes ant eesponding AS has a
filtering function to prune possible candidates; this disgen calls the former select
policy of the requesting AS, and the latter export policylad tesponding AS. In MIRO,
it is unnecessary for either the requesting AS or the repgrAS to explicitly check
for cycles in AS paths, as packets in tunnels are transfersety special methods. For
example, if IP-in-IP encapsulation is used, packets ineiswill have their destination IP
addresses temporarily rewritten, so paths like ABC(BD) reh® and C establish tunnel
ABC to reach D is perfectly legal. Although in practice, pathith too many redundant
ASes are unlikely to be selected by the requesting AS beazuatency.

Therefore, in MIRO, there are no import rules. The effectiNgring rule is the
intersection of all export policies. The tunnel route figadkelected by requesting A8

and responding AS can be represented aSelediw, v)t_expor{w, v)[U]

7.1.2 The Distributed Path Selection

As in the BGP protocol, MIRO route selection process is doredistributed and asyn-

chronous fashion, triggered by advertisements and withalsaof routes and tunnels. In

78



proving the convergence property of the protocol, the ekauhg of message transmis-
sions can be ignored, and the model can just contain the oraenich events occur. In
the BGP protocol, route aggregation does not affect comverg, so this proof can just
concentrate on a single destination prefithat originates fromi.S;. In MIRO, depend-
ing on how routing policy is set up, the convergence of rotiesne prefix may or may
not be affected by the convergence of other prefixes. Thissiwiw how convergence of
one prefix may be affected that of another in Section 7.3.

The system state is defined as a veeter (s, s, ..., S, ), in Which s; denotesR, T,
T’) chosen by speakeéfl < i < n), Ris the chosen BGP route or empty set if no path is
chosen T is a set of routing tunnels, anid is a set of candidate paths for tunnels still in
negotiation Activatinga BGP speakarmeans thaitwill first apply export policies to the
advertised routes, then it will apply the import policieslaelection process to pick the
best routes if available. When a MIRO speakées activated, for each incoming tunnel
request, in addition to the above actions, it will apply expmlicy to its own routes
and send back candidate routes; for each response from itswwel request, will
use selection process to pick a candidate and establishrihelt In the BGP protocol,
selected routes in an AS are only advertised to its neighbors

For the BGP speaker idS,, the BGP route tal is the null AS path denoted as,
and the MIRO tunnels td is the empty set assuming intra AS paths will be preferred
over inter-AS tunnels. For any BGP speakept in AS,, the selection of BGP routes in
s; may be affected by the choice of any spegkitrat has a BGP session withe a(i),
wherej may or may not be in the same ASia3 he path chosen bydepends on the route
s;, the export policies of, and the import policies d. If i is a MIRO speaker, it can
use negotiated tunnels in addition to the BGP routes, it ¢smradistribute negotiated

tunnels and BGP routes to other neighbors. Specific expdrsalection policies control
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the establishment of these tunnels. Therefore, the catedidates of in MIRO can be

expressed as follows:

<T07T0>7 if a(l) = (ASd7 {})
(Candidatesy(i, s), Candidates, (i, s)), otherwise

Candidates(i, s) =

where
Candidatesy(i, s) = U,k j)e Eareas 0-tmport(l, k)[b_export(l, j)(s;)]
Candidates(i,s) = U_ . jyemareayt-€xp0rt (1, 5)(55)]
After thati selects the best routes:
BestRoutg, s) = SelectCandidate§, s)).

As in the original model, the routers speaking BGP or MIROt@col operate inde-
pendently, therefore only a subget V of speakers are activated at a time, the remaining
speakers do not use the path-selection process and treeddanot change their BGP
paths or routing tunnels. Thus the next stsite (s, s5, ..., s,) hass, = BestRoute(i, s)
forieA, ands; = s; fori¢A. Asin [13], s 4 ¢ is used to denote the transition from state
sto s’ given the activation sei. A statesis stableif and only if s A s for any activation
setA. For the convergence proof, activation sequends defined as a (possibly infinite)
sequence of activations. As in the original models used to denote the activation se-
quence and(j) C V to denote thg th activation ino. A fair activation sequence is
an infinite sequence that has an infinite sub-sequencéokach BGP speakeéeV. A
systemconvergedor a particular activation sequence and initial state i§ istable after

the activation sequence.
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7.1.3 Hierarchical AS Graph

The convergence proof in [13] depends on the fact that therdet topology forms a
hierarchical graph; the proof in this dissertation alsoad&fs on this. Therefore, this
section will briefly reiterate the AS relationship assuraps in [13].

AS relationships are defined by the contracts that desdnibie ¢ost and traffic poli-
cies. Incustomer-providerelationship, the customer pays for its traffic sent from and
to the provider. Inpeer-peeror sibling-sibling relationship, both parties act as transit
for free. Two siblings usually belong to the same organigtiwhile two peers are
normally managed by different organizations. As in [1f¥ist(r.aspath) denotes the
next-hop AS inr.as path, and crop.first(r.aspath) denotes the remaining AS path af-
ter taking out the next-hop AS inaspath A router is called a customer route if
first(r.as_path) € customer(a), a peer route iffirst(r.as_path) € peer(a), or a
provider route if
first(r.as_path) € provider(a). The relationships typically lead to the following BGP

export policies:
e An AS exports any route to its customer.
e An AS normally exports its customer routes only to its peergroviders.

It is assumed here that there is a hierarchical customefigeprelationship among
ASes, as in [13]. In practice the provider is often largerigeghan its customers; there-
fore, the topology considering only customer-provideatienships is a directed acyclic

graph.
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7.2 BGP Policy Guidelines that Guarantees Convergence

The convergence proof for MIRO is built upon the proof in [18) this section will briefly
reiterate the original proof for completeness. In [13]sishown that certain policy con-
figuration guidelines can provably guarantee the convergef the BGP protocol. The
guidelines cover the scenarios where ASes may estaliskup links which normally
carry no traffic unless there is a link failure in the systehe backup links are given
the lowest local preference to indicate they should only $edwinder emergency. The

guidelines are:

1. BGP systems with no backup links

It assumes that any customer route is preferred over anygogeovider route.

2. BGP systems with no backup links and constrained pepeér-agreements

In the previous guideline, it is assumed that any customgeris more preferable
than any peer or provider routes. In practice, it is possiblbave more relaxed
peering agreements. This guideline assumes that it is ldes$iat peer routes

sometimes are equally preferable as customer routes.
3. BGP Systems with backup links

Three guidelines are given in [13], but this dissertatioft anly summarize and extend
the first guideline. For the other two guidelines, the praogimilar, so the full proof is
omitted for brevity.

The first guideline assumes that there are no backup linksigystem, and any cus-
tomer route is preferred over any peer or provider route. Jinedeline can be formalized

as:
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Guideline A:
If ((first(ri.as_path) € customer(a)) and
(first(ry.as_path) € peer(a) U provider(a)))

thenry.loc_pref > ro.loc_pref

To prove that guideline A can guarantee convergence, figléwmmas are proved:
Lemma 1 The BGP system has a stable state.

proof: The lemma is proved by constructing an activation sequericdat results in
a stable state from any initial state. Létbe the destination prefix andS,; be the AS
that originatedd. Because activation order inside an AS does not affect tefepnce
on routes, all BGP speakers inside an AS are activated sismedusly. Later when this
dissertation says activating an AS, this means activatiiB@P speakers in this AS. The
activation sequence” is divided into two phases:

Phase 1: Activate ASes in a linear order that conforms to the partiaeo in the
customer-to-provider DAG.

Phase 2: Activate ASes in a linear order that conforms to the partiaeo in the
provider-to-customer DAG.

The ASes are divided into two classetS$,; and the ASes that select a customer route
in Phase 1 are callddhase-1 ASesheir BGP speakerBhase-1 BGP speakerthe rest
are calledPhase-2 ASegheir speaker®hase-2 BGP speakerd he following claims

hold:

Claim 1 A Phase-1 BGP speaker reaches a stable state after its &ictiva Phase 1.

proof: Prove by induction on the activation ordet.S, is the first activated AS and the

claim certainly holds forlS;. When activating Phase-1 BGP speakazlonging toAS,,,
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suppose all Phase-1 BGP speakers in an AS precetfih@re activated and stableyill
select the best route among its customer routes. All cus®wofeds, precedeAs,, in
the activation sequence for Phase 1, therefore, each cestather is stable befords,,

in Phase 1, or it does not get a customer route in Phase 1. Wdatter holds, that
customer will not export its non-customer routei taccording to the export rule, so that
customer’s choice will not affect the choiceiofThereforei is stable after its activation

in Phase 100

Claim 2 Any AS that selects a customer route is a Phase-1 AS.

proof: This proof is implied in the proof of the two original claims j13], it is explic-
itly listed here to help the readers understand the proofs iBrproven by contradiction.
Suppose there is a group of ASdSthat ultimately select customer routes, but belong
to Phase-2 ASes. The symhdb; is used to denote the first activated ASAhduring
Phase 1 and for the route it picks, andiS, is used to denotgirst(r.as_path), asr

is a customer routed.S; is a customer ofAS;. If AS, is a Phase-1 AS, then it must be
stable after its activation in Phase 1. AS) is activated afterd.S; in phase 1AS; must
have learned the routewhen it is activated in Phase 1. 4fS; did not pickr in Phase-1,
preference rule tells us that it is only possible if a morefgnable customer route is
picked. Following the same argument as above, the custoroeiding »’ is also stable
after Phase 1, sd should also be available thereafter, and always prefelder, con-
tradicting our assumption thatis picked in the end. IAS; is not a Phase-1 AS, it does
not belong to4’, because it is activated beforsS;. Therefore, AS, must have picked a
provider or peer route, by export rule the route picked4y, should not be advertised

to AS;, contradicting the assumption thagéxists.[
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Claim 3 A Phase-2 BGP speaker reaches a stable state after its #otiMa Phase 2.

proof: Again, this claim is proved by induction on the activatiod®er LetAS, be the
first Phase-2 AS activated in Phase4X, cannot have any Phase-2 providers. Because
ASy is a Phase-2 AS, its speakers can only get routes ficdiyis peers and providers.
ASy’s providers must be Phase-1 ASes, so their routes are glstatlle. By Claim 2,
any of ASy’s peers either (a) gets a customer route so it is a Phase-hA% atable in
Phase 1, or (b) does not get a customer route so the provigeeoroute it picked will

not be advertised ta.S, and will not affectAS,’s choice. Therefore, all ofAS,’s BGP
speakers will get stable routes after the activation.

When activating Phase-2 BGP speakielonging toAS,,, suppose all Phase-2 BGP
speakers in an AS preceding,, are activated and stable. Becausea Phase-2 speaker,
by Claim 2 it can only select a provider or peer routes,,’s providers are either Phase-1
ASes or activated beford S, in Phase 2, in either case they are already stable. Simi-
larly, every peer ofAS,, should either be a Phase-1 AS or a Phase-2 AS. In the former
case it is already stable, in the latter case it selects ageower peer route according to
Claim 2, and the provider or peer route it picked will not beedised toAS,, so will not
affect AS,,’s choice. Thereforg,already have all its possible candidate paths stable, so it

reaches a stable state after being activaiéd.

With the above claims, the activation sequeatwvill lead the system to a stable state

no matter what the initial state igl

Lemma 2 The BGP system converges to the stable state for any irnisisd and any fair

activation sequence.

85



proof: Given the activation sequeneé constructed above, for any fair activation se-
guencer, the lemma is proven by induction on the activation ordeduser*. Clearly
AS, is stable once activated. Assume that all BGP speakers i3bs that precedds,,
are stable after activatiom(¢), ando(t') is the first activation set such that every BGP
speaker inAS,, is at least activated once betweeft) ands(t'). Similar to how the sta-
bility for AS,, is proven above, it can be proved that every speaketrdp will be stable
aftero(t'). Also, removing any node or edge from the BGP system doeshaotge the

proof of the above lemmas, so the BGP system is inherentty Saf

Theorem 1 For a BGP system that has only customer-provider and peer-fation-

ships, if all ASes follow guideline A, then the BGP systemherently safe.

proof: Using the two lemmas above, any initial state and fair atibtwasequence will
lead to a stable state in the BGP system, and removing noaeges does not affect the

proof, so the BGP system is inherently safé.

7.3 MIRO Guidelines that Guarantee Convergence

Obviously, as MIRO is built on top of BGP, if the BGP routes dmt nonverge, then
the MIRO routes can never converge. In addition, as MIROingutunnels introduce
additional dependencies, there is a need to introduceiadditguidelines and pair them
with the above BGP guidelines, to guarantee the converggribe protocol. To illustrate
additional guidelines are needed to guarantee convergarsimple counter-example is
given below. In this counter-example, the MIRO tunnels dbaumverge, even though

BGP routes converge.
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BGP: BD
MIRO tunnel: BAD

B

BGP: AD o D\ BGP: CD

MIRO tunnel: ACD A C MIRO tunnel: CBD

Figure 7.1: An Example where MIRO Does Not Converge

Figure 7.1 shows a case where MIRO tunnels do not convergkit an similar to
the counter-example in [16]. Assume that ASes A, B, and C lhmistomers of D, and
they establish peering links with each other, since custgravider routes will never be
exported to peers, ASes A, B, and C can use only the direcbestprovider routes to
reach D, so the BGP routes will converge to the routes shoviold fonts. However,
if there are no restrictions on MIRO tunnels, tunnels can seduo violate the BGP
export policy and break the convergence. In the graph, if Aamgl C can each establish
the tunnel shown in italic fonts, and they can prefer the &imver BGP route, then the
situation is exactly the same as in [16], ASes A, B, and C vatlilbate between the BGP
route and the MIRO tunnel, so the system can never converge.

As shown above, there is a need to use additional guidelm®$lBO tunnels so that
the system converges. The following sections will prove tha following guidelines can

guarantee convergence when paired with the BGP guidelines.

7.3.1 Adding Tunnels as a Higher Level Layer

In this section, a very simple model is studied that guaesitke convergence of the pro-
tocol. In this model, the routing tunnels can be deemed agaae layer of routes above

the BGP paths. The established tunnels are built using grike” BGP routes, which do
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not contain any tunnels, and the resulting tunnels are natrtided as BGP paths. Intu-
itively, routing tunnels built using this principle will n@ffect the convergence of BGP
protocol, and the tunnels do not depend on each other, so MtR&ergences whenever
BGP converges. The proof is shown below, the part identwéhé BGP convergence
proof is omitted.

In addition to the guidelines above, Guideline B is given:

Guideline B:

/

b_export(l, 7)(r ifleE
sl ) (r.T) = port(l, j)(r) fle

{} otherwise
\

p

t_export(l,j)(r ifle E
e(l, ) (r, T) = port(l, j)(r) fle

{} otherwise

export(l, 7)(s;) = (es(l, 7)(s;), exll, )(s5))

otherwise

t_import(l ifle B
(1) (T = port(l, )(T) f

{} otherwise

b_import(l ifle F
(7). T) = { port(l, j)(r) f

import(l,7)(r,T) = (ip(l,7)(r, T), (1, §)(r,T))

The guideline says that only BGP routes containing no tun@a¢lcan be used to

construct new routing tunnels;j, and that routing tunnels are not used in BGP route
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advertisementd,), while tunnels ) are not in use at all in export decisions. Therefore,
the established MIRO tunnels will never be used to consi@uacther tunnel or a new
BGP path. Next, it will be proven that this MIRO system coiges when Guideline A

and Guideline B are combined.
Lemma 3 The MIRO system has a stable state.

proof: The proof is constructed by activating the MIRO system iréphases.

Phase 1: Activate ASes in a linear order that conforms to the partiaeo in the
customer-to-provider DAG.

Phase 2: Activate ASes in a linear order that conforms to the partiaeo in the
provider-to-customer DAG.

Phase 3:Activate ASes in an arbitrary linear order.

Phase 1 and Phase 2 activations are done in the same way asina_&, note that
while the proof is done for one prefix, in reality the routes &l prefixes are updated
simultaneously.

As in the proof of Guideline A, this dissertation will provkeat any activation se-

guence leads to this stable state, therefore this is botbdesind unique state.

Claim 4 A Phase-1 BGP speaker reaches a stable state on BGP routegsctivation

in Phase 1.

Claim5 A Phase-2 BGP speaker reaches a stable state on BGP routegstctivation

in Phase 2.

The proof for Claim 4 and Claim 5 are the same as in Claim 1 aathC2. Because
tunnels can not be used to construct BGP paths, the res@@®Ryroutes will always be

the same as when no routing tunnels are constructed. Theréfe proof in Lemma 1
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still holds. Even though a certain BGP speaker might be Rh&3&P speaker for one
prefix while being Phase-2 speaker for another prefix, it dmgsurt the correctness of

the original proof. After the two phases, the BGP routes fiopr@fixes are stable.

Claim 6 A Phase-3 MIRO speaker reaches a stable state after itsaictivin Phase 3.

proof: First, the BGP paths for every BGP speaker are stable aftesd”h. Therefore,
for each MIRO speakdr when it is activated in Phase 3, the candidate paths adedrti
by all possible responding ASes are already stable. Alsoirtermediate path from the
upstream AS to the downstream AS is stable because it is a B@GP pherefore, the
routing tunnels formed atare stable. Considering the fact thadlready has a stable

BGP path, the state ofis stable after activatiori.]

With Claim 4, 5, and 6, the activation sequencdeads to a stable state starting from

any initial state[]

Lemma 4 The MIRO system converges to the stable state for any isitzdé and any

fair activation sequence.

proof: Given the activation sequeneé constructed above, for any fair activation se-
guencer, the lemma is proven by induction on the activation ordeduse*. The proof

is similar to that in Lemma 2]

Theorem 2 For a MIRO system built on top of a BGP system that has onlyoouest-
provider and peer-peer relationships, if all ASes followid&aline A and B, then the MIRO

system is inherently safe.
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proof: According to the lemmas above, any initial state and faivatbn sequence will
lead to a stable state in the MIRO system, and removing nadedges does not affect

the proof, so the system is inherently sédfeé.

7.3.2 Advertising Tunnels Only to Leaf Nodes

In some cases, Guideline B may be too restrictive, becawuk®eg not allow the routing
tunnels to be advertised to other ASes. In Chapter 1, loaahbalg is used for incoming
traffic as one of the motivations. Use Figure 1.1 for examipleay convince B to switch
to BCF instead of BEF so that more traffic come in through thie CF. In addition to
that, it can convince B to advertise BCF to all its customsesmore traffic will switch
away from the EF link, this requires that the tunnel BCF camtbeertised as candidate
BGP routes. However, the new requirement will complicagedbnvergence proof of the
MIRO protocol.

Luckily, as shown in Figure 5.1, today’s Internet is relatiwflat, and many of the
nodes are actually only connected to one or two other ASesdh&ustudy suggests that
most of the ASes are leaf nodes, that is, they only act asmgstain any of their inter-AS
agreements. This section proves that MIRO is guaranteednwecge, if (i) tunnels can
only be advertised to leaf nodes as BGP routes, and (ii) ledéswill not advertise routes
to anyone else. Because there are so many leaf nodes ingddgrnet, this relaxation
will probably allow enough flexibility to achieve the loadlaacing of incoming traffic.

The proof is mostly the same as before: in a leaf node, allotdéess are provider
routes, and those provider routes will not be advertisechtuttger provider, therefore a
leaf node will never advertise any BGP routes to its neighb&ecause of that, using

tunnels as BGP routes in a leaf node should have no effecteocoiivergence of BGP.
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Instead of Guideline B, now there is Guideline C.

Guideline C:;

b_export(l, j)(r) ifle EN(l¢ E'Vlidst ¢ leaf nodes)

eo(l,7)(r,T) = b_export(l,j)(rUT) ifl € E Aldst € leaf_nodes

{} otherwise

t_export(l, j)( ifle B
ei(l,7)(r,T) { ")

otherwise

export(l, j)(s;) = (es(l,7)(55), ec(l, 7)(s5)

{} otherwise

t_import(l, j)(T) ifleF

b_import(l ifle F
(00 T) = { port(l, j)(r) f
(L, 5)(r,T) {

{} otherwise

import(l,7)(r,T) = (ip(l,7)(r, T), (1, 5)(r,T))

Lemma5 The MIRO system conforming to Guideline A and Guideline Cahatable

state.

proof: The MIRO system is activated in four phases:

Phase 1: Activate ASes in a linear order that conforms to the partiaeo in the

customer-to-provider DAG.

Phase 2: Activate ASes in a linear order that conforms to the partiaeo in the

provider-to-customer DAG.

Phase 3:Activate non-leaf ASes in an arbitrary linear order.
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Phase 4:Activate leaf ASes in an arbitrary linear order.
Claim 7 Any non-leaf AS reaches a stable state after its activatidPhase 3.

Since only leaf nodes can use routing tunnels to construd? Bsbites, all other ASes
have exactly the same BGP route candidates as before, swilhelyoose the same BGP
path after Phase 1 and 2.

Because any non-leaf AS can never use a BGP route containjngpating tunnel,
it should have all tunnel candidates stable after Phasei2wslb pick a tunnel which is

stable after Phase 3.
Claim 8 Any leaf AS reaches a stable state after its activation indelta

Since a leaf AS is a customer to all its neighbors, any of itght@ors must be a non-leaf
AS, so that neighbor should have reached a stable statddfdse 3. Therefore, in Phase
4, a leaf AS has all BGP routes and tunnels from all its neighadter its activation, and

it will stick with the BGP route and tunnels it has chosgnh.

Lemma 6 The MIRO system converges to the stable state for any isiide and any

fair activation sequence.

Given the activation sequeneé constructed above, for any fair activation sequemnce
the lemma is proven by induction on the activation order usect. The proof is similar

to that in Lemma 200

Theorem 3 For a MIRO system built on top of a BGP system that has onlyoouest-
provider and peer-peer relationships, if all ASes followid&line A and C, then the MIRO

system is inherently safe.
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proof: According to the lemmas above, any initial state and faivatbn sequence will
lead to a stable state in the MIRO system, and removing nadedges does not affect

the proof, so the system is inherently sédfeé.

7.3.3 Using Same-class Routes for Tunnels

This section studies the convergence of an alternate paheyrequirements that tunnels
cannot be used in BGP updates is relaxed; however, the typeartised candidate
routes are more restricted, and now the responding AS canaaiviertise the routes that
both obey export policies and are in the same class as thentadvertised BGP routes.
For example, if the responding AS is advertising a custoroater as the chosen BGP
path, it will only advertise its customer routes to the resjirey AS, hiding all peer or
provider routes. This policy is called “strict policy” in 14.

However, the strict policy alone can not guarantee the agevee of MIRO, as
shown in the following counter-example. In Figure 7.2, Dngrtg to decide which
route it should use to reach A, B, and C, respectively. D hesctiBGP routes DA, DB,
and DC available, but those are all provider routes. D cam @dsablish tunnels with A,
B, or C, as those three ASes agree to export all of their BGResaio D. So to reach AS
A, D can either use the provider route DA, or establish a tuwiih B to use the route
DBA,; to make it obvious DBA uses a tunnel established betw2emd B, the route is
written as D(BA). Assume that AB, BC, and CA are peering lirtkese tunnels will not
violate the strict policy, because B is advertising a peatado its customer. Similarly,
D can also establish D(CB) and D(AC) to reach B and C respdgtiAssume that D
always pays less using the tunnel route over direct rougeetbre, it will prefer D(BA)

over DA, D(CB) over DB, and D(AC) over DC. As shown in Figure,7/D can never
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DtoB:DB | ~®"""""" DtoB:DB | “®===="" D to B: D(CB)
D to C: D(AC) D to C: D(AC) D to C: D(AC)

Figure 7.2: An Example where MIRO Does Not Converge undect3eolicy

reach a stable state. It first switches to D(BA) instead of DAetach A, then replaces the
route DB with D(CB) to reach B, at this point D finds out the tehB(BA) is no longer
available since the BGP route DB has been replaced with D(&Bi} withdraws D(BA)
in its routing table and falls back to DA to reach A. Assume thaloes the same thing
with the routes to B and C, then the routes of D will potergialcillate as shown in the
graph.

This counter example shows that the convergence of MIRO e mamplex than that
in the BGP world, since a path containing a tunnel now dependke path to reach the
downstream AS. For example, route D(AC) can only exist if Dates path DA to reach

A. If D switches to another route to reach A, this tunnel nogenexists; while in BGP,
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the routes to different prefixes are independent of eachr.oBecause the convergence
of one prefix can now depend on that of another prefix, additiomes are needed to
guarantee that each AS chooses routes deterministically.

Intuitively, the oscillation above can be eliminated byaalucing some order between
the routes to A, B, and C inside D. Some new notations will ieduced as follows:
for an AS pathr, if the source AS obtained the path through tunnel negotaivith
another AS, therfirst_downstream(r) denotes the first downstream AS on the path, and
crop_first_downstream(r) is the path the first downstream AS picked. For example, in
Figure 7.2, first_downstream(D(BA)) = B, crop_first_downstream(D(BA)) =
A, first_downstream(D(AC)) = A, andcrop_first_downstream(D(AC)) = C. If
the source AS got the path through BGP advertisement, fhest_downstream(r) =
a(r.prefix) is the destination AS, androp_first_downstream(r) is the empty path.

Instead of Guideline C, now there is Guideline D. Guidelinsdys that a tunnélis
exported only when it is in the same class as the advertisdd BGte. For example, if
the first AS on the advertised AS path is a customer of the ouisS, thent can only
be advertised if the first AS onis also a customer of the current AS. If a tunnel satisfies
this constraint, then it can either be advertised as a BGIP qradt tunnel to other ASes.
In addition to that, there must exist a strict partial orderin each ASX, such thatX
will only prefer tunnel route over BGP routes if the first downstream ASof ¢ and
the destination ASZ of ¢ have the relationship” <, Z. This partial order guarantees
that any pair of tunnels within an AS will not indirectly dekon each other and cause

divergence.
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Guideline D:
(first(t.as_path) € customer(a)
and first(r.as_path € customer(a)))
" r (first(t.as_path) € peer(a)
e(r)(t) = and first(r.as_path € peer(a)))
r (first(t.as_path) € provider(a)

and first(r.as_path € provider(a)))

\ {} otherwise

e(r)(T) = Urere(r)(t)

b_export(l,j)(r Ueé(r ifl
es(l,j)(r, T) = port(l,j)(rue(r)(T)) ifl e B

{} otherwise
\

_export(l,j)(ruée(r)(T)) ifl e E
L) = | LU L) it

{} otherwise
\

export(l,7)(s;) = (es(l, 5)(s5), ex(l, 3)(

b_import(l ifle F
(1) T) = port(l,7)(r) f

otherwise

t_import(l, j)(T) ifle E
(L, 5)(r,T)

{} otherwise

import(l,7)(r,T) = (ip(l,7)(r, T), (1, §)(r,T))
For each ASe, there exists a strict partial ordet, such that:

x prefers a tunnel route over all BGP routes only iffirst_downstream(r) <,

a(r.prefizx).
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Lemma 7 Adding tunnels does not change reachability. That is, an A@lISiave a
route to another AS T, if and only if S can find a route to reach & system where all

other elements stay the same but the routing tunnels areseat. u

proof: Assume that there is a routebetween ASS andT’, if R contains a tunnel, then at
the first downstream AS’ = first_downstream(R), part of R after S’ is a valid route
for S’ to advertise to the AS” preceding it inR.as_path. However that route is not
selected in BGP, which means that there exists a rBUteom S’ to T" with a higher local
preference. Guideline A tells U3 should also be advertised 8§, therefore whatever is
reachable in MIRO should originally be reachable if no tuaraee used.

If there exists a routé? betweenS and T if no tunnels are used, in MIRO, tunnels
will only replace part of the path with some new path with teglocal preference, which
should not be blocked according to Guideline A and the exjpbes. So what was reach-

able in BGP wiill still be reachable herel

Lemma 8 The MIRO system conforming to Guideline A and D has a stahte.st

proof: The original BGP convergence proof considers one prefix ata,tbut with
Guideline D the availability of a tunnel depends on the gelépath to another prefix, so
all prefixes have to be activated in the process, and the ofdmstivating these prefixes
has to be considered.
An activation sequence is constructed using two phases:

Phase 1:Activate ASes in a linear order that conforms to the partidkoin the customer-
to-provider DAG. Inside each AS, update prefixes in a lingdeothat conforms to the
partial order in the provider-to-customer DAG, any orden ¢@ used while activating

prefixes belonging to the same AS.
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Phase 2:Activate ASes in a linear order that conforms to the partrdboin the provider-
to-customer DAG. Inside each AS, prefixes are updated ireatiorder that conforms to
the partial order required by Guideline D.

The definitions of Phase-1 ASes and Phase-2 ASes must be edoslifihtly in this
proof; now, if an AS selects a customer route to préfas its BGP path, this dissertation
calls itd’s Phase-1 ASts BGP speakerd’s Phase-1 BGP speakethe rest of ASes are
calledd’s Phase-2 ASetheir BGP speakerd’'s Phase-2 BGP speakers

In the following proof, this dissertation takes advantafji¢he fact that the export
policies lead to “valley-free” AS paths [12]. That is, eadid path is in a (customer-
to-provider)*(peer-peer)?(provider-to-customer)*dwat, including the paths constructed
using routing tunnels. This means that a customer routastsrtd (provider-to-customer)

links only.

Claim 9 When a BGP speaker i is activated in Phase 1, any BGP routenmreluoute

to a prefix picked by i is stable after activation if it is a auster route.

proof: This claim is proven by induction on the activation order.

For the first BGP speakeéy the AS has no customers, the set of customer routes is
empty, so itis stable.

Assume that all previously activated BGP speakers havéestabtomer routes, when
BGP speaket is activated, this dissertation again proves by inductiorii@ activation
order of the prefixes.

For the first prefixd, that gets a customer routeiifthe route must be the direct link
fromi to dy and it is the only customer route tf in i, otherwise the ASes on the path
betweeni andd, gets a customer route and those prefixes are activated héfanei.

Because this is the only customer routelgoit will stay stable after activation.
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Assume that for a prefix;, any preceding prefix’ which gets a customer route is
stable, this dissertation now proveslifwill eventually get a customer route, it will pick
that route after this activation.

Assume that eventually selects customer BGP rout¢o reachd;, then
i' = first(r'.as_path) is a customer of, so it should have been activated beformnd
crop_first(r'.as_path) should be available whedy is activated ini. If i eventually se-
lects customer tunnel routé to reachd;, theni’ = first_downstream(r’) is a descen-
dant of: on the provider-to-customer DAG, and it should have beenated already, so
the customer routes iii are all stable upon activation. Algbis an ancestor oflS(d,)
on the provider-to-customer DAG, so any prefixesAt8(:) should be activated before
d;, their customer routes should also be stable befpis activated. Thereforg should
also be available upon activation.

Since the best routésan pick are available upon activation, it should stick ithse
routes in future activations.

Therefore, by induction, whehis activated in Phase 1, any route to a prefix selected

by i is stable after activation if it is a customer rolfe.

The above claim also means that if a BGP spealesentually chooses a customer
router to reach prefix, it will choose this route in Phase 1, otherwisis not stable and

contradicts the claim.

Claim 10 The Phase-1 BGP speaker i for a prefixeaches a stable state on its BGP

path tod after its activation in Phase 1.

proof: Guideline A says prefers any customer route over peer or provider routed,iso i

has a customer route available, it will only pick customeites, by claim 9, the customer
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routei picks is stable after activation in Phase 1, so it will stickhis customer route it

picked.d

Claim 11 For any BGP speakeractivated in Phase 2, if all BGP routes irare stable

upon activation, thenis stable after activation.

proof: This claim is proven by induction on the order of the prefixvated. For the first
prefix dy updated ini, according to Guideline Di will prefer a tunnel route- over all
BGP routes only iffirst_downstream(r) <, a(r.prefix). Becausel, is the first prefix
activated, there can never be afiitst_downstream(r) <, a(r.prefiz), so a tunnel
route will be chosen only if no BGP routes are available. Bynbea 7, if there exists
a tunnel route to react,, then there must exist at least one BGP route, therefond
never choose a tunnel route over a BGP route. Since it is asstimat BGP routes are
stable upon activation, the routesdowill also be stable upon activation.

For prefixd, by induction all routes to previous prefixes are stablei d&tablishes
a tunnel with downstream A% for d, sincei already has all its BGP routes stable and
routing tunnels do not change reachability, this tunnel @aly affect the choices aof if
it is preferred over all BGP routes. By Guideline D, in thased <, a(d). Since the
prefixes are activated according to the order, all prefixes$ must have been activated
already and the routes are stable, therefore the tunnelghridis available upon activa-
tion and stable. In summaryhas all BGP routes and the routing tunnels which it may
prefer over BGP routes available and stable upon activasionhe routes td will also
be stable after activation.

Therefore, after activationi,is stable. ™
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Claim 12 Assume that, is the first activated BGP speaker in Phase 2, theis stable

after activation.

proof: Because) is the first activated BGP speaker in Phase 2, it does not hayve a
providers, therefore, all its routes are either customata® or peer routes.

By Claim 9 all customer routes are stable, singenly has customer routes or peer
routes,iy and all its peers should have all customer routes stableésapttint, therefore
all BGP routesi, can choose are stable upon activation, by Claimlis stable after

activation.J

Claim 13 When updating BGP speakéein Phase 2, assume that all preceding speakers

are stable, then is also stable after activation.

proof: When any prefixd is activated insidé, if : has a customer route to reaéghby
Claim 9 the route is stable. ifhas a peer or provider routeto reachd andi did not
establish a tunnel with another speaker for this route, thisrroute is propagated via the
normal BGP protocol from a neighboring speakeif i’ is a peer of,, crop_first(r) is

a customer route and it should be stablé after Phase 1. If is a provider ofi, it is ac-
tivated before in Phase 2 and by assumption all of the routes are stable. Therefore,
1 has all BGP routes available and stable upon activation, leynC11 : is stable after

activation.J

Claim 14 For any prefixd, a BGP speakei reaches a stable state after Phase 2.

proof: The claim is proven by induction on the activation order im&h2. With Claim 12

the initial condition is proven, and Claim 13 proves the icilon step.[]
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By Claim 10 and Claim 14, the described activation sequesmed to a stable statel.

Lemma 9 The MIRO system converges to the stable state for any isii#é and any

fair activation sequence.

proof: Given the activation sequeneé constructed above, for any fair activation se-
guenceo, this lemma is proven by induction on the activation ordealbfAS, prefix)

pair used ino*. The proof is similar to that in Lemma 21

Theorem 4 For a MIRO system built on top of a BGP system that has onlyoousest-
provider and peer-peer relationships, if all ASes followid&line A, Guideline C, and

Guideline B, then the MIRO system is inherently safe.

proof: Using the two lemmas above, any initial state and fair atbwvasequence will
lead to a stable state in the MIRO system, and removing nadedges does not affect

the proof, so the system is inherently sédfeé.

Guideline D provides one way to break the loop in Figure &.2equires that each
BGP speaker imposes an order among all prefixes and usesdieat@determine which
tunnels are valid. Since it is an order local to each BGP sgredikis should not be too
difficult to implement. There is another way to break the laophe counter example,
which is to forbid the use of tunnels to establish tunnelesuhside each BGP speaker,

as expressed by Guideline E.
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Guideline E:
(first(t.as_path) € customer(a)
and first(r.as_path € customer(a)))
" or (first(t.as_path) € peer(a)
e(r)(t) = and first(r.as_path € peer(a)))
or (first(t.as_path) € provider(a)

and first(r.as_path € provider(a)))

\ {} otherwise

e(r)(T) = Urere(r)(t)

el ). T) = et ueD) ifte B

{} otherwise
\

_61'07’l’~r 6/7“T il E/
el 1) =4 P t(l,j)(rue(r)(T)) ifle

{} otherwise

export(l, 7)(s;) = (es(l, 7)(s;), el 7)(s;))

b_import(l, 5)(r ifle F
R I

{} otherwise

o t_import(l, j)(T) ifle E
Zt(laj)(/rv T) =
{} otherwise

import(l, j)(r,T) = (i(l, j)(r, T), it (L, j)(r, T))
In each BGP speakeér a tunnel route- is allowed only if the path from to

first_downstream(r) does not contain another tunnel established. by
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As in Guideline D, Guideline E requires that a tunned exported only when it is in
the same class as the advertised BGP route. But instead wétapstrtial order in each
AS, it requires that each BGP speakenvalidates a tunnel if » depends on another
tunnel established in Sincei has knowledge of all its tunnels, it can easily use local

information to validate each new tunnel.

Lemma 10 The MIRO system conforming to Guideline A and E has a staéle.st

proof: The MIRO system is activated in two phases:

Phase 1: Activate ASes in a linear order that conforms to the parti@eo in the
customer-to-provider DAG. Within each AS, activate prefixa linear order that con-
forms to the partial order in the provider-to-customer DAG.

Phase 2: Activate ASes in a linear order that conforms to the parti@eo in the
provider-to-customer DAG. Within each AS, first activatemkfixes in any order, and

then activate all prefixes in any order for another time.

Claim 15 When a BGP speaker i is activated in Phase 1, any BGP routenoetuoute

to a prefix picked by i is stable after activation if it is a custer route.

proof: This claim is proven by induction on the activation orderd dne proof is very
similar to that in Lemma 9, except that inside each AS, the¢lto one prefix will not
depend on the tunnel from the same AS to another prefix, satiwd is actually simpler.

For the first BGP speakég, the AS has no customers, the set of customer routes is
empty, so itis stable.

Assume that all previously activated BGP speakers havéestabtomer routes, when
the first prefixd, in i is activated, if: has a customer route to reachd,, theni’ =

first(r) must be an ancestor of(d,) on the provider-to-customer DAG. Since prefixes
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are activated according to the provider-to-customer DAGeoand/; is the first activated
prefix, there can be no suéh so the set of customer routes fraro d, is an empty set,
the customer routes frofito d, are stable upon activation.

Assume that for a prefix;, any preceding prefix’ which gets a customer route is
stable, it will be proven that ifl; will eventually get a customer route, it will pick that
route after this activation.

If the final customer route picked byto reachd; is a BGP route, that mearis =
first(r.as_path) advertised the routerop_first(r.as_path) toi. Sinces’ is a customer
of ¢, it must be activated beforen Phase 1, so all its customer routes are stable. Therefore
¢ has all its BGP customer routes available and stable uparation.

If the final customer route picked byo reachd; is a tunnel, thel = first_downstream(r)
is a descendant afon the provider-to-customer DAG, it must be activated befoin
Phase 1, by induction assumption the routes afe stable if they are customer routes,
since only customer routes can be advertised to providasspteans all candidate routes
i’ can advertise ta are stable whern is activated. Also;’ is an ancestor ofi(d;) on
the provider-to-customer DAG, so the prefixes belonging e activated beforé;, by
induction assumption the customer routes fraimi’ are all stable, therefore all customer
routes: can establish through tunneling to reathare available and stable upon activa-
tion. Since the BGP routes to reag¢hare also available upon activation, this means the
customer routes fromto d; are stable after activation.

By induction, any customer route picked big stable after activation.]

Claim 16 For any prefixd, a BGP speakei reaches a stable state after Phase 2.
proof: Again, this is proven by induction.
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For the first BGP speakéy activated in Phase 2, it has no providers, so it can only
have peer routes or customer routes. According to Claimlll& stomer routes are stable
after Phase 1, so upon activatiornigfthe customer routes iig and all its peers are stable,
so all BGP routes of, are stable after activation. 4§ eventually picks a BGP route, then
that route should be stable and available after the firstadaifractivation. On the other
hand, ifi, eventually picks a tunnel route according to Guideline E, the path franto
first_downstream(r) must not be a tunnel establishedbygo this part of the path must
be stable after the first round of activation. Moreover, sialt routes of, are either peer
routes or customer routes;op_first_downstream(r) must be a customer route, so it is
stable after Phase 1. Thereforenust be available and stable upon the second round of
activation in Phase 2, the routesigfare stable after two rounds of activation in Phase 2.

Assume that all previously activated BGP speakers havdestabtes, when BGP
speaket is activated, next it will be proven that its routes are alsdke after activation.

For any prefixd, if « eventually picks a BGP route r is either a customer route,
a peer route, or a provider route. After Phase 1, all customates are stable, so the
customer routes afand all its peers are stablemust be available and stable upon first
round of activation in Phase 2 ifis a customer route or peer route. rlis a provider
route, first(r.as_path) must be the provider of, so it should have been activated in
Phase 2 already and all of its path should be stable. Thesefshould also be available
and stable upon first round of activation in Phase 2 if it is@avofer route.

On the other hand, ifeventually picks a tunnel routg according to Guideline E, the
path fromi to first_downstream(r) must not be a tunnel establishedibgo this part of
the path must be a BGP routeiand it should be stable after the first round of activation.
Forr’ = crop_first_downstream(r), if ' is a customer route, it should already be stable

after Phase 1. I’ is a peer or provider route, since any valid AS path is “valee”,
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first_downstream(r) must be an ancestor ofin the provider-to-customer DAG, so it
must be activated beforein Phase 2 and all of its routes must be stable upon activation
of i. Thereforey should also be stable upon the second round of activatiohasé?2.

By induction, the route to any prefikin any BGP speaker are stable after Phadé 2.

Lemma 11 The MIRO system converges to the stable state for any isiidéé and any

fair activation sequence.

proof: Given the activation sequeneé constructed above, for any fair activation se-
guenceo, the lemma is proven by induction on the activation orderlb{AS, prefix)

pair used ino*. The proof is similar to that in Lemma 21

7.4 Mixing and Matching the Above Guidelines

Four guidelines which can guarantee convergence in the MiR@col were discussed,
and they cover some common use cases that were envisionedeliGe B models the
case where ASes establish routing tunnels to occasiongtigds the BGP routes, but do
not expect them to be suitable for traffic originated fromsallirces. Guideline C models
the case where tunnels are used to give leaf nodes more #etibices. As shown in
Figure 5.1, many of the nodes in today’s Internet topologyleaf nodes, and they can
greatly benefit from the tunnels allowed by Guideline C. @liites D and E model the
cases where tunnels can be freely utilized to transfer #fédrthat originally would go
through BGP paths, in these guidelines it is assumed theoetios incentive that defined

Guideline A is still in effect. Moreover, Guideline D reqeg that each AS arranges its
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own tunnels so that it does not introduce a loop between @bxas, while in Guideline
E tunnel routes should not be established using tunnelatied from the same AS.

Guideline D requires that each AS imposes a strict partidéioamong all prefixes.
It might seem difficult to achieve, but this dissertationwsg that it is not impractical.
This guideline only requires that some partial order existsinnels are favored over
direct paths for provider routes, and all those are localkps confined within the same
AS. Therefore, it is imagined that an AS can build the paxialer on-the-fly when it
negotiates tunnels. The only restriction is that if a newatiedion attempt may violate
the existing partial order, then the old tunnels should lve ttown or the new tunnels
should be forbidden. This is actually similar to the Bankefgorithm [11] in deadlock
checking, whenever a possible loop is found, corresponaiegsures are taken. So this
dissertation argues it is doable in practice.

In Guideline E, each AS simply labels the routes which do rset & tunnel initiated
from itself, and only uses these routes to construct tunmiglfsdownstream ASes. Since
each AS only needs information about the tunnels estallisiéself, this policy should
be easy to enforce.

It is also possible to mix and match the above guidelines l&sAfs:

1. This dissertation proves that MIRO converges when is8ati Guideline A and an
additional guideline, the proof is also true for other BGRdglines presented by

Lixin Gao and Jennifer Rexford in [13].

2. It can also be requires that each AS conforms to either €inies A and C, or
Guidelines A and D, convergence is still guaranteed. Shhgjl# each AS con-
forms to either Guidelines A and C, or Guidelines A and E, esgence is also

guaranteed.
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For brevity the detailed proof is omitted, and an outlineiiseg here. For any leaf
node, if it conforms to Guideline C, it will not export any tuel routes as BGP
paths; if it conforms to Guideline D, all its BGP paths arevider routes. So those
tunnels of the leaf node can never be exported to its neighliberefore, a leaf
node will never export any BGP paths or tunnels to its neighlio both cases.
For any node connected to a leaf node, if it conforms to GuideC, it can only

export tunnels to a leaf node, so those tunnels will neverropggated further.
Therefore, the existence of Guideline C nodes will not cleatige convergence

proof for Guideline D. Same goes for Guideline E.

. Guideline B can be extended so that Guideline-B tunnelezbuilt on top of ei-
ther BGP paths, Guideline-C tunnels, Guideline-D tunr@i§uideline-E tunnels.
If these Guideline-B tunnels can not be used to advertiseGi3 gaths or to build

other types of tunnels, convergence is still guaranteed.

To prove the resulting system converges, an additionaldafractivation needs
to be added at the end. When the previous rounds of activéitieh, all BGP
paths, Guideline-C, Guideline-D, or Guideline-E tunnetsstable, so the resulting

Guideline-B tunnels are also stable.

7.4.1 Practical Implications and Summary

The previous sections prove that four new guidelines camagiiee the convergence of

MIRO protocol when paired with the original BGP guidelind$he four guidelines can

roughly be described as:

1. Build tunnels on top of BGP paths

2. Only advertise tunnels as BGP paths to leaf nodes
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3. Conform to “strict policy” and maintain a partial ordeside each AS

4. Conform to “strict policy” and avoid using tunnels insitthe same AS to reach the

first downstream AS

As explained above, the four guidelines can be mixed andhadttogether; the first
guideline can be extended to build arbitrary tunnels on fdp@P paths or other type of
tunnels. In reality, the above guidelines probably covesthuse cases, because of the
following observations:

First, a requesting AS often needs just one tunnel to satsfyath-selection goals.

e Most of the ASes are stub ASes. In the April 2009 topology gateel by the Gao
algorithm, 12,468 out of 31,311 ASes are stubs.

e The observed average AS path length is only 4, thereforesflommcatenations are

likely to be very rare—so rare they can be precluded.

e Negotiations are allowed between non-adjacent ASes, sead®of establishing a

chain of tunnels, the source AS can directly contact therahd of the chain.

As such, this dissertation envisions that an end-to-en fyatcally includes at most
one tunnel. The first guideline above says that MIRO is guaeghto converge in this
case.

Second, as shown in Figure 5.1, in today’s Internet, veryA&es have a large num-
ber of neighbors, while most ASes are stub ASes. The secadélge guarantees that
an AS can freely advertise the tunnels to any stub ASes, wiieans that many stub
ASes can have pretty flexible path choices.

Third, it is expected that economic incentives explained_bxyyn Gao and Jennifer

Rexford in [13] will still affect routing policies. Therefe, “strict policy” describes
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a very practical tunnel export strategy. The third and fogtidelines say that under
“strict policy” and some easily implementable intra-AS dgline, MIRO is guaranteed
to converge.

As explained above, this dissertation believes the foulgjiies proven to guarantee

convergence in MIRO are practical and cover most use caaestikrest people.
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Chapter 8

Conclusions

This dissertation presents a multi-path interdomain raurotocol, called MIRO. It
defaults to the single-path routing provided by converdl®GP, but it also allows ASes
to negotiate alternate paths as needed. This provides iflgxivhere needed, while
remaining backward compatible with BGP. Compared to souncging, MIRO gives
intermediate ASes more control over the flow of traffic in theetworks. It does not
attempt to define global metrics for price or quality; two aggting parties can agree to
tag route announcements in any meaningful way. Multiplecgapecification languages
may coexist; new metrics or path-selection methods can tecadver time.

The evaluation on realistic AS-level topologies shows MHERO exposes much of the
underlying path diversity in the Internet, even when onlg thajor ISPs have deployed
the enhanced protocol. This study also finds that signifipattt diversity is available,
even if ASes adhere to conventional practices for exportiites based on their business
relationships with their neighbors. Guaranteeing conseog is an important part in any
routing framework. This dissertation presents a formal eidor MIRO and proves that

it converges under four guidelines. As explained in theatisdion, it is believed that

113



those guidelines cover most use cases in practice. Flesulgport for negotiation of al-
ternate routes opens up many interesting research probégasding how to incorporate
information about pricing, traffic load, and performanceedily into the path-selection

process. These are exciting areas for future work.
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