The Impact of BGP Dynamics on Intra-Domain Traffic
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ABSTRACT as IS-IS (Intermediate System to Intermediate System)[{DSPF

(Open Shortest Path First) [2]. The IGP determines how aaoré&tw
entity (end host or router) inside the AS reaches anothevaorkt
entity in the same AS via intermediate hops. To reach estitig-
side the AS, the inter-domain routing protocol or EGP (Exrter
Gateway Protocol) used today is the Border Gateway Protarcol
BGP [3]. Each AS announces aggregate information for the en-
tities in its network via BGP to neighboring ASes. This is et
form of a routing announcement or routing update for one aemo
network prefixes. A network prefix is a representation of as&?
addresses, such #88.32.0.0/16 for every address in the range of
128.32.0.0 to 128.32.255.255. Through the path vector operation
of BGP, other ASes find out how to reach these addresses.

A packet that is sent from an AS X to an IP address in a different
AS Z will traverse a series of links determined by multipletiog
protocols. Firstly, the IGP inside AS X will determine howsend
the packet to the nearest border router. The border rolgieled\S
X will determine the inter-AS path via BGP, such as “AS X, AS Y,
AS Z". The packet will then be sentto AS Y. AS Y will use BGP
to determine that the next AS is AS Z. AS Y will use its IGP to
send the packet across its network to the appropriate boodéar

: : : to send it to AS Z. AS Z will then use its IGP to send it to the
Categories and Subject Descriptors destination inside its network.

C.2.3 [Computer Systems Organizatiof: Computer-Communication  Network traffic engineering tasks are critical to the ogerabf

Recent work in network traffic matrix estimation has focused
generating router-to-router or PoP-to-PoP (Point-o&Enee) traf-

fic matrices within an ISP backbone from network link loadadat
However, these estimation techniques have not considbesiint
pact of inter-domain routing changes in BGP (Border Gateiray
tocol). BGP routing changes have the potential to introduiigeif-
icant errors in estimated traffic matrices by causing traffidts
between egress routers or PoPs within a single backbonenetw
We present a methodology to correlate BGP routing tablegdsn
with packet traces in order to analyze how BGP dynamics @affec
traffic fan-out within a large “tier-1” network. Despite anegiage

of 133 BGP routing updates per minute, we find that BGP routing
changes do not cause more tHaA3% of ingress traffic to shift
between egress PoPs. This limited impact is mostly due tcetae
tive stability of network prefixes that receive the majonfytraffic
—0.05% of BGP routing table changes affect intra-domain routes
for prefixes that carrng0% of the traffic. Thus our work validates
an important assumption underlying existing techniquedrédfic
matrix estimation in large IP networks.

NetworksNetwork Operations; C.£pmputer Systems Organi- individual ASes. These tasks tune an operational netwarkéo-
zation]: Performance of Systems formance optimization, and include traffic load balanciivg pro-

visioning and implementing link fail-over strategies. Fexample,
General Terms load balancing typically minimizes over-utilization ofparity on

some links when other capacity is available in the netwarlartler
to effectively traffic engineer a network, a traffic matrixégjuired.
A traffic matrix represents the volume of traffic that flowsvbe¢n

Measurement, Performance, Algorithms, Management, Biktia

Keywords all pairs of sources and destinations inside an AS. Howeler to
Traffic Matrix, Traffic Engineering, Traffic Analysis, BGP a variety of reasons including limited network software &aald-

ware capabilities, detailed network traffic informatioroften un-
1. INTRODUCTION available to build a traffic matrix. Thus a variety of techueg have

been developed [4, 5, 6, 7] astimatethe traffic matrix from more
easily obtainable network link load measurements. Howesasi-
ations in BGP routes have the potential to add significanakdity
to the traffic matrix, which the prior work has not considered

It has been approximatelys years since BGP was deployed on
the Internet. The number of ASes participating in BGP hasvgro
to over 14,000 today. This growth has been super-linear during

The Internet is an interconnection of separately admirestaet-
works called Autonomous Systems or ASes. Each AS is a closed
network of end hosts, routers and links, typically runningrera-
domain routing protocol or IGP (Interior Gateway Protocaih
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the Internet.

If the inter-domain path for reaching a particular destorakeeps
changing, then packets will traverse a different set of ASfesr
each change. Further, for an intermediate AS that peersmuith
tiple ASes at different border routers in its network, chesmin
the inter-domain path will cause packets to traverse diffepaths
inside its network to different border routers. This hasesavim-
plications for the intermediate AS. Packet delivery timektency
within that AS can vary since the paths inside its networkpkee
changing. Latency sensitive applications such as voies-t® can
be adversely affected. If the intra-domain paths vary, thertraffic
demands for different links in the network will vary. Thisrigbil-
ity in turn will impact the traffic matrix and make it's estini@n
more difficult.

In this paper, we answer the question “Do BGP routing table
changes affect how traffic traverses a large IP network?”stivey
a “tier-1" ISP that connects to over;, 000 other ASes. A signifi-
cant percentage of Internet traffic transits this networér these
reasons, we believe that it is a suitable point for studyiiregmpact
of BGP on traffic inside an AS. We examine BGP data from mul-
tiple routers in the network. We correlate this with packetés
collected on several different days at different locatiorssde the
AS. The contributions of our work are:

e We develop a methodology for analyzing the impact of BGP

gravity model. We correlate BGP data with traffic measurdgmen
to quantify this effect.

Much of the prior work in inter-domain routing has been in an-
alyzing aggregate statistics of eBGP (external BGP) taduhelsup-
dates. To our knowledge, little prior work has focused on BBG
(internal BGP) behavior. Also, we study iBGP dynamics on the
packet forwarding path in an operational “Tier-1" ISP, e of
prior work that studied related issues through simulatimnson-
trolled experiments. We are aware of only two studies [1] tH&x
have correlated traffic measurements with BGP data from an op
ational network.

Uhlig and Bonaventure [11] use six successive days of traffic
measurements and a single snapshot of a BGP routing tatielo s
the distribution and stability of traffic. They find that fiiafis not
evenly distributed across ASes in terms of hop distance fien
measurement point. They show that under 10% of ASes sent abou
90% of the traffic. The largest ASes in terms of traffic conttiin
remained the largest from day to day.

Rexford et al. [10] associate the number of BGP updates with
traffic behavior in a large “tier-1" network. They find that mall
number of prefixes receive most of the BGP updates and thdt mos
traffic travels to a small number of prefixes. They find that the
prefixes that carry most of the traffic do not receive many BGP
updates. These results might lead one to conjecture thatrBGP
ing updates do not cause significant traffic shifts. Howeseen

route announcements on traffic inside an AS. It separates if the prefixes that carry most of the traffic receive few BGPR up

inherent traffic dynamics such as time-of-day effects from
egress PoP shifts due to BGP routing changes.

We present results from the correlation of captured packets
from an operational network with iBGP data. We find that
a significant number of routing changes continuously occur.
However, for the links that we measure, we experimentally
conclude that these changes do not significantly impact the
paths of most packets. Prior work [10] has found that only
a small number of BGP announcements affect most of the
traffic. However, even a few BGP changes can potentially
significantly impact most of the traffic. We address what im-
pact these few BGP announcements have.

The paper is organized as follows. We begin with related work
in Section 2 followed by Section 3 that explains the problem w
address in this work. We explain our methodology for taaklin
this problem in Section 4. We describe the data used in Sebtio
and present our results in Section 6. In Section 7, we andhge
routing data and packet traces further to justify our findingve
end with conclusions in Section 8.

2. RELATED WORK

Due to the difficulty in collecting detailed data for all tiiafin

a large network, statistical inference techniques have besel-
oped [4, 5, 6, 7] to obtain traffic matrices. These technicates
tempt to infer the byte counts for origin-destination paiighin a
network based on link byte counts. The traffic matrix thatss-e
mated is one where the origins and destinations are routgidei
the local network. In reality, for ISP networks, most of th& o
gins and destinations are end hosts outside the local netWhus
inter-domain route changes between the end hosts can ctiamge
origin and destination routers inside the local networkisHas the
potential to reduce the accuracy of these techniques amdbghe
impact the traffic engineering tasks based on the estimedfitt
matrices. Zhang et al. [7] identify this problem but assuin i
be negligible based on their experience in the proposed akzed

dates, these few updates can still cause significant egoedsrb
router changes. These results do not specifically demeoadtra
extent to which BGP updates cause shifts in intra-domaifficra
because the number of updates itself is not sufficient tonsteled

this issue. Every BGP announcement can potentially chamge t
attribute that determines the egress border router. Thusdm-

ber of BGP updates does not directly translate into the amnaiun
traffic that shifts. In our work, we develop an entirely diffat
methodology than used by Rexford et al. [10]. We perform a&tho
ough study of how BGP updates can affect the intra-domafficra
matrix. We go beyond counting the number of BGP messages as-
sociated with popular prefixes to actually accounting far lewery
packet is affected by every BGP change. We measure the irfmpact
terms of traffic variability in backbone links and quantifglvmes

of traffic shifts. We find that for some traffic, a few BGP update
do change the egress router address and cause the traffidtto sh
between intra-domain paths. However, most of the trafficnis u
affected. The traffic we measure contains large flows thagivec
BGP updates carrying fewer egress router changes than filose
other flows, which was not explored in the prior work.

3. PROBLEM DESCRIPTION

BGP is a path vector routing protocol that exchanges routes f
IP address ranges or prefixes. Each route announcementhas va
ious components, such as the list of prefixes being withdrawn
the prefix being added, the AS path to be followed in reacHieg t
prefix, and the address of the next router along the path. yEver
AS that receives a route announcement will first apply itsarhp
policies [3] and then BGP “best” route selection, which takeo
consideration preferences local to the AS, the AS path teragtd
the best IGP path to the border router, among others. If thieis
selected, then it has the potential to be passed onto othgrhoe-
ing ASes. Export rules or policies determine which AS magiex
this announcement. The current AS will be added to the AS path
and the next hop router will be changed to one of this AS’s &éord
routers.

Many ASes connect via BGP to multiple upstream ASes or ISPs,
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Figure 1: Intra-domain route and traffic through the network

and even at multiple points to the same ISP. This trend, krasvn
multihoming, has become very popular over the past few years
indicated by the tremendous growth in BGP participatiori.[ 5%
aresult, an intermediate AS may receive multiple routesGBor
the same destination address prefix. This may cause thenedér
ate AS to keep changing the route it uses to reach this déstina

This can occur due to many reasons. Each AS along a path spplie

local policies in accepting some routes and not others. BiBEer
selection is used to pick the “best” of the remaining routies3
steps [13]. In fact, each AS may have multiple BGP routers con
nected via internal BGP or iBGP [3], and different parts & AS
may be using different routes to reach the same destinafibe.
concatenation of such route policy and selection rulessacnaul-
tiple routers in each of multiple ASes along a particular Asfshp
to a destination leads to a very complex routing system [Adly
portion of this system can contribute to route changes wheed
with multiple choices to reach a destination. Rapid charoges
make routing for a destination prefix unstable [15]. In addit
rapid changes can also significantly impact traffic pattevitkin
an AS.

The “tier-1" ISP network that we study connects to multiple
other ASes, in multiple geographically distinct locatieasied PoPs
or Points of Presence (also known as switching centers)h 8nc
ISP has a large and complex network of routers and links &-int
connect these PoPs. Further, each PoP is a collection afrsout
and links that provide connectivity to customer ASes or Feges
in a large metropolitan area. Routers within and across RePs
iBGP to distribute BGP routes. iBGP is typically used in neitis
with multiple routers that connect to multiple ASes. It mayt he
possible to distribute the BGP routing table in IGP in a duala
fashion to all routers within large ASes [3]. Thus iBGP isdise
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Figure 2: Intra-domain route and traffic through the network
after BGP change

any point in the network to any other point. It can be created a
different levels - each row or column of the matrix can be a BoP
AS or router or ingress/egress link. PoP-to-PoP traffic itcedrare
important for provisioning and traffic engineering intesAPlinks,
which typically require the most critical engineering.

If the inter-domain BGP route for a destination prefix change
then the path of traffic to one of these destination hostatiirahe
network may change. Consider the example in Figure 1 whafe tr
fic destined to the customer AS enters the network throughiBoP
The current BGP announcement from the customer deterntiaés t
the “egress” or exit PoP for this traffic is P@B. Each BGP an-
nouncement has a next hop attribute that indicates theeB@P
router that traffic to the destination address can be seiitios the
announcement from the customer would indicate that the maxt
is the egress BGP router in P@B. If a new BGP announcement
is heard that changes the next hop router to one in #pRhen
this traffic will travel to PoR30 instead, as shown in Figure 2. As a
result, the traffic is now traveling between PaPsand30 instead
of PoPs10 and20. The path taken by this traffic inside the net-
work may now be very different. The links between PdBsand
20 will have less load and the links between PdBsand 30 will
have more. Congestion may occur and future growth of the net-
work may be impacted. Further, due to this change, this ¢raffi
now experience a different latency because it traverseffeaatit
path. Latency sensitive applications such as voice-dvwendy be
adversely affected if such changes occur often.

If this happens frequently, estimating traffic matrices fiois
network may be more challenging than previously assumed. If
flows between end hosts keep changing the origin and ddetinat
points inside the local network, then the byte counts betvikese

exchange BGP routes among these routers and IGP is used to expoints will keep changing. Without traffic matrices that eacount

change routes for local addresses within the AS. An AS nétwor
may be designed under several constraints such as the avarag
tency or jitter inside the network. Thus, the ISP will havéeagi-
neer” its network to ensure that loss and delay guaranteeser.
The task of traffic engineering may include setting 1S-I1S &R®
link weights so that traffic travels along the shortest paththe
AS'’s network and congestion is limited. Over time, the traék-
changed with these neighboring ASes may change. As a resailt,
link weights will have to be updated. Furthermore, the tcadik-

for and represent such variability, traffic engineeringl Wwdcome
harder. There is significant potential for such changes twmoc
Of the over2, 100 ASes that connect directly to the network, over
1,600 have additional indirect paths via other ASes to reach the
network. In general, over half of the non-ISP ASes on therhae
have multiple paths to the “tier-1" ISPs of the Internet [12]

Note that in this work, we only address the impact on traffic in
relation to path changes inside the network. Some of theseges
may also be associated with path changes inside other A8léa an

changed with these ASes may grow and more customer ASes maythe inter-AS path. This may result in changes to the congest

connect to the ISP. As a result, more links will have to be Vpro
sioned” into the network. These tasks are usually perforyeitst
generating a “traffic matrix” which shows the traffic demairden

packet delay experienced by traffic, which may even causgessn
tion control reactions or end user behavior to change. Weuaxtc
for these effects due to real routing changes in our metloggol
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Figure 3: Data packet and BGP correlation example

by collecting and using real backbone traffic. However, weeuar-
able to account for how the end user behavior would have bagn h
there been no routing changes. Also, the problem we solvelys o
relevant in a typical network where most links are neithdly futi-
lized nor empty, but have “moderate” utilization. If all theks are
fully utilized, any shift in traffic flows will cause TCP algtiims

to return to fully utilizing the link capacities, resultimgno change
to the traffic matrix. Alternatively, if all the links have toad, then
no traffic engineering tasks are needed and no traffic matrieed

to be calculated.

4. ANALYSIS METHODOLOGY
4.1 Ingress PoP to Egress PoP Traffic Matrix

Since we wish to determine the impact of routing changes for
traffic engineering and network capacity planning, we aitg con-
cerned with inter-PoP variations in traffic. Typically, baeoP is
housed within a single building, and is a collection of resitand
links between them. It tends to have a two-level hierardhaiing
structure. At the lower level, customer links are connedtedc-
cess routers. These access routers are in turn connectaedrtoer
of backbone routers. The backbone routers provide comitgaid
other PoPs as well as other large ISPs. Installing additica@ac-

header indicates where the packet should finally go to. The BG
routing table entry for this destination address gives #st hop
router inside the network that will send the packet to a rigigimg
AS. We use router address allocations and routing infoamatpe-
cific to the network to determine the PoP that every egres®irou
belongs to. In this fashion, we can determine the egress &oP f
every packet. For example, consider Figure 3. At tima packet
with destination addresk1.1.1 enters the network at PaR. We
use the BGP table from the ingress router in this ingress @6Rrd
the destination addredsl.1.1. This table indicates that the routing
prefix is1.1.1.0/24 and the next hop router 52.2.2. This means
that router2.2.2.2 inside the network will deliver this packet to a
neighboring AS it and will eventually reach the destinatrefix
1.1.1.0/24. Using our knowledge of router locations and routing
information specific to the network, we determine th&t2.2 isin
PoPB. Thus we add the size in bytes of this packet to(tHeB)
entry in the traffic matrix for time.

4.2 Variability due to BGP

For traffic engineering and capacity provisioning, thefttaha-
trix needs to be considered. If this matrix varies a lot, itdraes
harder to calculate it accurately and appropriately erggitiee net-
work. As has been observed in much prior work, Internet traffi
has inherent variability, due to end-user behavior, congeson-
trol and other reasons. However, there can be even moreilayia
due to BGP routing changes. We want to identify the varigbili
due to BGP, not the inherent traffic variability. By carejulising
fresh versus stale routing data to calculate the traffic ivesty we
can identify the variability that is due to BGP routing chasg

In the first scenario, we attempt to accurately account faatwh
happens in the network. We maintain the latest BGP tablevinye
point in time for a router by applying the BGP updates as they a
received at the router. We call this tdgnamicBGP table. For
every packet that is received, we check this BGP routingetéml
find the egress PoP for that destination and update the tnadicx.

In this way, we can calculate the actual time-varying trafiiatrix
for the network that accounts for the combined effect of iehe
traffic variability and changes due to BGP announcements.

In the second scenario, we consider what would happen if BGP

ity within a PoP (between access routers and backbone routers inchanges did not occur. Here, we use a BGP routing table that ex

the same PoP) is relatively less expensive and requireplass

isted at a previous point in time. We use this sastetic BGP

ning and time compared to capacity upgrades between PoPs (berouting table to calculate the traffic matrix for every paimtime

tween backbone routers in different PoPs). Thus we belieat t
intra-PoP links are rarely congested and intra-PoP variatare
unlikely to cause significant latency variation.

If we are only concerned with variations in the inter-PoFhpat
that traffic takes across the network, we need to considértkaitic
information and routing information at the granularity aff. For
a particular packet, an ingress PoP is the PoP where thetpatke
ters the network, while the egress PoP is the PoP where thetpac
leaves the network, presumably toward the destinationesddiVe

during the traffic measurements. This traffic matrix onlycasus
for the inherent traffic variability. We call this the “stalgaffic
matrix.

We then subtract these two time-varying traffic matricestio o
tain the changes to the traffic matrix that were only due to BGP
nouncements. We are only comparing the traffic at the sanmtspoi
in time between the actual traffic matrix and the “stale”ftcaia-
trix. After subtracting the two matrices at some timave get the
“difference” matrix for timet. Suppose that a cell 414, C') in the

need to determine if the egress PoP for any packet changes dudlifference matrix has value This means that af an extraz bytes
to BGP route changes. Thus, we need to construct a PoP-to-PoRrom PoPA egressed at PoP due to one or more previous BGP

traffic matrix. Each column of the matrix corresponds to amesg

routing changes. There should be a correspondingbytes for

PoP and each row corresponds to an ingress PoP. An entrysin thi some other cell in thel row.

matrix indicates how much of the traffic entering the corcesp

ing ingress PoP exits the network at the corresponding gdteB.
Changes over time in this kind of traffic matrix indicates rogy@s

in traffic patterns between PoPs while ignoring changesaiffidr
patterns between links inside any PoP.

To generate this matrix, we need BGP routing information and

packet headers. For every packet, we need to determine ®Wbieh

it will exit the network from. The destination address in thecket

This can occur in the following scenario as in Figures 1 and 2.
Suppose that at the start of our study, the egress PoP foetie d
nation prefix1.1.1.0/24 was PoP20. Supposen bytes of packets
travel to this destination prefix at time— 2, and at timet — 1 a
routing change occurs changing the egress PoP tB3BoRt time
t, z bytes of packets travel to this destination prefix. The &stal
traffic matrix will show (10, 20) = m, (10, 30) = 0 at time¢ — 2
and(10,20) = z,(10,30) = 0 at time¢. The traffic matrix with



routing changes will show10,20) = m, (10,30) = 0 at time
t — 2 and(10,20) = 0, (10,30) = z at timet. The “difference”
matrix will show (10,20) = 0,(10,30) = 0 at timet — 2 and
(10,20) = —z, (10, 30) = z at timet.

Note that here we are only concerned with intra-AS changes du
to BGP - i.e., shifts in the egress PoP within the network. BGP
changes may cause inter-domain paths to change. The difere
matrix removes the impact of inter-domain changes on trafiit
only focuses on the impact due to intra-domain changes.

5. ANALYSIS DATA

We now describe the packet and BGP routing data that we tollec
from the network to understand if BGP routing changes impawat
traffic traverses the network.

5.1 Packet Trace Collection

To build an accurate PoP-to-PoP traffic matrix for any sigaiit
amount of time, we need a tremendous amount of data. The net-
work that we study has ovel0 PoPs worldwide, and we need to
create approximately 40X 40 matrix. Some PoPs have hundreds
of ingress links. Thus we would need to capture packet header
from thousands of ingress links. This is currently infelsidue to
multiple reasons including collection logistics, stordigeits and
computation time limits. Instead, we capture packet trdoas
multiple ingress links for several hours at different tings shown
in Table 1. We analyze our problem for each packet trace ihaliv
ally. Thus instead of building PoP-to-PoP traffic matriaes build
an ingress link to egress PoP vector for each packet tracehwie
refer to as a traffic fanout. The sum of all the traffic fanouts
all the ingress links in a PoP forms a row of the traffic matix.
each of the traffic fanouts is not affected by BGP changes, tthe
traffic matrix is unaffected, which makes it easier to engine
network.

We capture packet traces using passive monitoring infrastr
ture. We use optical splitters to tap into selected links eold
lection systems that store the first 44 bytes of every padketry
packet is also timestamped using a GPS clock signal, which pr
vides accurate and fine-grained timing information. We pizKti-
ple ingress links as shown in Table 1 in an attempt to obtadketa
traces representative of the traffic entering the netwarkfa sin-
gle ingress PoP. The categorization of the neighboring AStes
“tiers” is based on the classification from Subramanian €tl8].
The information in this table and the results that we preselater

in multiple packets with no loss in accuracy. In calculating traf-

fic matrix with routing changes, we use a BGP table snapshot at
the start of everg0 minute window. We calculate a table snapshot
by batching the routing table changes igGaminute window. We
then use it to compute the egress PoP for traffic in the 2@rtin-

utes. We then calculate a new table snapshot for the follpain
minutes of traffic and so on. Thus there may be some out-&f-dat
routing information from one window to the next.

While we choose€0 minutes arbitrarily, we have experimented
with smaller values down t@ minute intervals. We find that this
window size introduces negligible errors in the traffic faut-cal-
culation while smaller values significantly slow down therguu-
tation. For example, we randomly picked@ minute segment of
trace D and analyzed the variability iz minute intervals. We saw
no additional variability by volume than what tB8 minute analy-
sis showed. However, we were not able to runzimeinute analysis
for the whole trace due to computation time.

The second approximation is that we only consigigé; of the
traffic. More specifically, we only consider the larg#etvs(pack-
ets grouped by the destination address) that account feasib %
of the traffic. We have observed the phenomenon that thera are
few flows that account for the majority of traffic and many flows
that contribute an insignificant amount of traffic, as hasis®wn
in prior work [17]. By ignoring the smallest flows that comiute a
total of at mostl% of the traffic in any20 minute window, we sig-
nificantly reduce the computation overhead. For example&aire
D, only 30,000 out of 200, 000 destination addresses cafi9%
of the traffic. Thus, in eacBO0 minute window, we only lookup
30,000 addresses in the routing table, instead of alm@stimes
as many. Therefore this approximation makes the fan-oupotern
tion significantly faster at the cost of ignoring onil§% of the totall
traffic.

5.3 BGP Routing Collection

To determine which egress PoP a packet is sent to, we need to
correlate the packet headers with BGP routing informatidve
collect BGP data from PoPsand10. We use the GNU Zebrh
routing software to connect to each of these PoPs and cofiett
ing updates. In the case of P8Pwe connect to the same router
that we collect packet traces from. The Zebra listener ccisres
an iBGP route reflector client and stores all route updatatate
received. For PoRO, the Zebra listener connects as a customer
AS in an eBGP session. Each of the updates is timestamped to al

sections have been anonymized. The traces cannot be made pubow correlation with the packet traces that we collect. Eaptiate

licly available to preserve the privacy of the network’s tousers
and peers.

5.2 Approximations

A significant amount of computation time is required for the
analysis of these traces. For example, tracén Table 1 repre-
sents oveR.5 billion packets and consumés2G B of storage. In
order to keep computation times low, we employ one simptifica
technique and two approximations.

In the first approximation, instead of calculating and stgra
separate traffic fanout for every instant in time during adrave
create one fanout for eve®p minute period. That is, we aggregate
all the packets received in eve2) minute window and calculate
the traffic fanout due to those packets. The simplificatichiéque
here is that we do not treat packets individually, but ratheat
them as a flow aggregate. For evefyminute window, we group
packets by the destination address, and lookup the egré&s$oPo
this destination address once. This simplification avdigsdver-
head of looking up the same address multiple times when prese

corresponds to an actual change in the BGP routing tableaeth
spective router. Thus we captustt the BGP routing changes that
occur for the given router.

While we present data from the eBGP listener for comparison,
we primarily focus on our iBGP data. iBGP data is richer than
eBGP data in many aspects. It reflects both changes in BGEsrout
learned from external ASes by the network, and changes to BGP
routes for internal addresses. It identifies the egreserauithin
the network for any destination prefix, while an eBGP routaige
from a particular collection router would only indicate theédress
of that collection router for all destination prefixes. iB@&a re-
flects changes in IGP routing as well, because if the IGP mguti
metric changes resulting in a change to the best next hop BGP
router for a prefix, it will be seen as a change to the corredpon
ing iBGP table entry, which would not be true of eBGP. Also, it
includes some private BGP community attributes that hefpetsr-
mine the source of the routing announcements within the orétw

1GNU Zebra Routing Software, http://www.zebra.org/



Table 1: Packet Traces

PoP | Link Link

Speed

Link
Type

Trace

Duration
(hours)

Neighbor Date

0OC-12 | ingress

Tier-2 ISP | 06 Aug 2002 6.1

OC-12 | ingress

Tier-2 ISP | 06 Aug 2002 9.9

OC-12 | ingress

Tier-3 ISP | 06 Aug 2002 6.4

OC-12 | ingress

Tier-2 ISP | 06 Aug 2002 22.4

m| 9| O| m| >
Q0| 00| 00| COf OO
[(SIESENENIEN]

OC-12 | ingress

Tier-3 ISP | 07 Aug 2002 9.6

which would not be seen in eBGP data.

6. RESULTS

While we have analyzed all the traces in Table 1, we will focus
on the results from packet trade for brevity. Our analysis for all
the traces produced very similar results. We present tfatere
since it is the longest trace.

6.1 Stability of the BGP Routing Table

We begin by considering how stable the BGP routing tablef is. |
the routing table does not change at all, then it can have ga-ne
tive impact on traffic within the network. In Figure 4, we shtve
number of BGP routing table changes for a typical week in PoPs
8 and10. There werer65, 776 eBGP routing table changes and
1,344, 375 iBGP routing table changes during this week. Each
point in the graphs shows the number of routing table chadges
ing a20 minute window. We see that the typical number of iBGP
routing table changes is abal3 per minute, while eBGP changes
occur at about half that rate. We observe that occasionasgire
interspersed among this continuous BGP “noise183 changes
per minute. During the spikes, the average number of iBGR rou
ing changes is much higher, up@p500 per minute.

In Figure 5, we show a histogram of the number of iBGP route
changes during a typical week. We aggregate route changez0in
minute windows. We plot the percentage of number of changes i
each window on the vertical axis, with the horizontal axisvgimg
the actual number of changes. In the bottom graph, the rahge o
the horizontal axis is limited ta0, 000 in order to avoid distort-
ing the shape of the graph with outliers. This figure illussathe
noise characteristic of route changes more clearly. Thebeurof
20 minute intervals during which, 000 or fewer changes occurred
is negligibly small. On the other hand there dr®00 — 4, 000
changes pe20 minute interval for a majority of the entire week.
Figure 6 plots the histogram of changes over a typical moniie
shape is similar to that in Figure 5 which confirms that therdis
bution of route changes is similar on longer time-scales.hdie
verified this behavior over a period of several months.

The presence of continuous BGP routing table changes indi-
cates that the Internet’s routing infrastructure undesgmatinuous
change. Prior work has shown the amount of variability in @8G
however little prior work has focussed on iBGP behaviordesin
AS. This continuous change may be related to the size, comple
ity and distributed control of the Internet. Thus BGP upddtave
the potential to affect intra-domain traffic continuouslgd not just
during short periods of instability in the Internet. Thebers peri-
ods of update spikes are relatively infrequent, but we alestirat
they can cause a ten-fold increase in the rate of routinggehdhis
difficult to accurately identify the cause of such spikes.wdweer,
significant events such as router crashes, BGP sessiomatisto
and maintenance activities are likely causes. If an unusuetht
such as the loss of connectivity to a PoP or a major neighgorin
AS occurs, then significant traffic shift will naturally oacin this

Events (20 minute bin)
15000

5000

Time (days)

6000 10000

Events (20 minute bin)

2000

Time (days)

Figure 4. BGP routing table changes from Tuesday 06 August
2002 to Tuesday 13 August 2002 (iBGP on top, eBGP on bot-
tom)
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Figure 5: Histogram of iBGP route changes over a typical week
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Figure 9: Difference in bytes from trace D to PoP 2 (dynamic
BGP - static BGP)

work, we do not focus on these rare events but instead sty th
impact of routing table changes during more typical timaqaks.
We confirm that no major loss of connectivity occurred dutiage

D by presenting Figure 7. We track the number of destinatien pr
fixes that exit each egress PoP. In this figure, we plot the maxi
percentage change in this number for each PoP throughoduthe
ration of the trace. We see that in most cases, lessitb&nof the
total prefixes exiting at each PoP were added or removed fhem t
BGP routing table. This is typical behavior during the ottraces
that we analyzed. The two cases25f and12.5% change were
due to maintenance at two new egress PoPs being provisiotted i
the network. No traffic exited those two PoPs from tréte

6.2 Overall Impact on Intra-Domain Traffic

We now investigate if this continuous noise of BGP routirigea
changes affects how traffic is forwarded in the network. Fagi
shows the traffic volume p&0 minutes for packet trac® toward
a particular egress PoP in the network. One line indicatesr#i-
fic computed with a static BGP table while the other is thahwit
dynamic BGP table. The fluctuations observed in both cases ar
due to the variability inherent in traffic, such as due to Ussrav-
ior. The difference between the two lines shows how muchisf th
traffic shifted inside the network due to BGP changes. Sihee t
two lines are very close to each other, this variability iglig-
ble. Figure 9 plots the difference in the number of bytes tdvthe
egress PoP for the two cases, by subtracting the value fatdlkie
BGP case from the value from the dynamic BGP case. The sum
of this difference across all ingress links for each egres3férms



Table 2: Summary of Trace Results

Trace #of | Avg Shift | Std Dev | Cells With | Volume Total | % Volume

Cells | perCell | of Shift | > 5% Shift Shift | Volume Shift

A 648 0.17% 1.62 4 | 103MB | 398 GB 0.03%

B | 1044 0.03% 0.24 0 58MB | 791 GB 0.01%

[} 684 0.60% 7.53 4 33 MB | 556 GB 0.01%

D | 2412 0.07% 2.03 2 | 145MB 1TB 0.01%

E | 1008 2.35% 15.05 24 | 144 MB | 919 GB 0.02%
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Figure 10: Histogram of egress PoP % traffic shift for trace D
— —
AS X

the difference matrix that we previously described. We $ext t
there is no difference for most of the time intervals. The immaxn
difference is about M B for any 20 minute window, compared to
120M B of traffic to this PoP at that time, which is onb/8%.

In Figure 10 we show a histogram of the number of time intarval
across all PoPs for tracP by the percentage shift in traffic. We
see that less thats of traffic shift occurred in almost all cases.

In Table 2 we summarize the results for all the traces. The sec
ond column shows the total number of cells or entries in th#fi¢r
fanout (i.e., the number &0 minute time periods in the trace mul-
tiplied by the number of egress PoPs). The “Avg Shift per 'Cell
column shows the percentage of traffic shift averaged aalhss
the cells and the next column shows the standard deviatidimif
value. The “Cells With> 5% Shift” column shows how many of
these cells had more than a 5% traffic shift. We find that the-ave
age shift over all time periods and PoPs is anly7% for traceD.

In only 2 cases was the percentage shift more @{an However,

in both cases, the actual volume of traffic that shifted wag sev-

eral MB. From the last three columns in Table 2, we show that of
the 17 B of traffic volume in traceD, only 145M B changed the
egress PoP as a result of a BGP change, which is@aly%.

Figure 11: Traffic shift from PoPs 2 and 8 to PoP9

and P2 may experience significant delay fluctuations across the
network. However we find that for our packet traces, the gstat
number of shifts between egress PoPs across all flows (agdefin
in Section 5) is only3. For example, in trac®, there were7 20-
minute windows, with an average 28, 409 flows for 99% of the
traffic in each window. An average 6f— 6 flows experienced a
shift in the egress PoP per window. Therefore, only smallmens
delay-sensitive flows are likely to experience fluctuationguality
across the network.

6.3 Specific Cases of Egress Shifts for Intra-
Domain Traffic

We now examine two particular cases of variability in order t

As shown by the last column, very small percentages of the gain deeper insights into such occurrences. In tiacabout42%
ingress traffic move around due to BGP changes across all theof the total traffic variability involved only two destinati net-

traces that we analyzed. However, there are some cases trdfere
fic from an ingress link to certain PoPs for certain time pdsio
shifts. While these do not represent large volumes of trafiat
can impact traffic engineering decisions, they can impaztpir-
formance of individual applications. Delay-sensitive lagiions
such as voice-over-IP may experience degraded applicgtiak
ity due to traffic shifts between egress PoPs for individuefiges.
For example, a large volume of traffic toward a customer nekwo
P1 may shift frequently between two egress PoPand B, while
the traffic toward another customer netwdP? may shift in the
reverse direction. While this may lead to very little chamge¢he
total volume of traffic toward egress PoRsand B, customersP1

works. These two networks connect to the network we study in
multiple places, as shown in Figure 11. This variability wrced
between three PoPs that are spread across the east coastyd.th
We found that traffic going to ASX shifted from the longer AS
path via PoRg to the shorter AS path via PaR while traffic to AS

Y shifted from the shorter AS path via P@Ro the longer one via
PoP9. In each case, the BGP path changed only once throughout
traceD. These changes in the inter-domain paths caused a change
in the egress PoP for these destination addresses becé#asendi
neighboring ASes peer with the network in different PoP il

ures 9, 12 and 13, we show the shift in traffic exiting at PRPS
and9. We can see that the dips in Figures 9 and 12 correspond to
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Figure 13: Difference in bytes from trace D to PoP9 (dynamic
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70 q

60 1

50 1 O Al Traffic
@ Traffic Shift
% 40 + W All BGP Updates

30 q

20

N H m ’7
0 RN ‘ ‘

Tier1 Tier2 Tier3 Tierd Tier5

Origin AS

Figure 14: iBGP route changes, traffic and traffic shifts during
trace D by origin AS

the peaks in Figure 13.
These two examples are typical of the variability in the ¢arn-
to egress PoPs.

e We observe traffic shifting between different paths to multi
homed destination networks.

e Often the BGP path will change only once or twice during
each trace.

e Only a few networks are involved in the majority of traffic
shifts.

7. LIMITED IMPACT OF BGP CHANGES
ON TRAFFIC

In the previous section, we showed that the traffic fan-othén
network is hardly affected by changes in BGP routes. Yettiea
significant amount of BGP activity all the time. In this sectj we
explain this discrepancy.

7.1 Distribution of BGP Changes and Traffic
Across ASes

We begin by examining whether routing table changes, traffic
and traffic shifts are similarly distributed across all th&es. Since
there are ovet4, 000 ASes, we summarize the ASes into 5 distinct
categories for simplicity. This categorization is basedsobrama-
nian et al. [16]. Tier-1 ASes correspond to large global IS&Rsh
as the one we study. Tier-2 ASes tend to be national ISPs3Tier
and Tier-4 are regional ISPs. Tier-5 ASes are stub netwbiksio
not provide connectivity to other ASes. In general, a Tie&S is
a customer of one or more Tierk) ASes.

In Figure 14, we compare BGP route changes, traffic destina-
tions and traffic shifts for the origin ASes (i.e., the terating AS
along the path). We see that the majority of traffic is destitee
Tier-5 ASes. This is consistent with the notion that thestigro-
vide connectivity to ASes except for Tier-5 stub ASes thaig®
the end hosts. We see a similar trend with the number of BGP
changes. Most of the routes that are affected are to prefixas-t
nating in Tier-5 ASes. However, we see that the traffic slaifts
disproportionately more frequent for destination prefixeSier-4
ASes. This is due to a few networks being involved in the nitgjor
of traffic shifts, as we showed in the previous section.

In Figure 15, we compare the same distributions across tkte ne
ASes (i.e., the neighboring AS that traffic or paths go to). 3&e
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sistent with the notion that the network we study is a Tieteabgl g .
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ISP provides connectivity to many Tier-2 national ISPs. ldeer, 3 j
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we see that the majority of BGP route changes are received fro o I i 1 Ll
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neighboring Tier-3 ASes. Consistently, the majority offtcashifts
involve neighboring Tier-3 ASes. Again, this is due to a fest-n
works being involved in the majority of traffic shifts, as wesved
in the previous section. Tier-1 ASes also account for a Signit Figure 19: BGP route changes for heavy-hitters during traceD
number of BGP changes. Since the network peers directly with
Tier-1 ASes, and since these few ASes transit more prefixas th
other ASes, tier-1 ASes show more BGP changes in Figure 15 tha
in Figure 14.

Thus we find that most traffic leaves the network to neighlgprin
Tier-2 ASes and most traffic terminates at Tier-5 ASes. Hanev
the traffic shifts are not distributed across these ASesdarstime
manner and the BGP changes are not distributed in the same way
as traffic shifts. This can mean that either the BGP changes fr
each AS are not spread evenly across the BGP table or the BGP
changes do not cause egress PoP changes. We now explorstthe fir
possibility and then explore the second possibility at the @ this
section.
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1 number of changes in any one minute interval is ohy while
across all prefixes, the maximum numbet i§00. This shows that
only a small fraction of the BGP route changes affect the nitgijo
of traffic. This is true of all the traces we examined in Tahle 1
‘ However, for our particular problem, we are only concernét w
ol ,I,ll L L [ L ,‘] l route changes that affect the next hop attribute. The nextato
14:00 18:00 00:00 06:00 12:00 tribute determines the egress router, and thus the egrésshro
Aug 6. 2002 Auat, 2002 wre traffic to a particular network prefix will go to. Only changes
this attribute can cause shift in the egress PoP for traffic-ig)-
Figure 21: Next hop BGP route changes for heavy-hitters dur- ure 20, we show the ngmber of BGP route changes that affected
ing trace D the next hop for all prefixes. We see that the number of eveads h
dropped to about half of that seen in Figure 18. Further, w®aly
concerned with changes to the next hop for the majority dficta
In Figure 16, we show the number of routing table changes and Which we show in Figure 21. Here we see an even smaller num-

the number of prefixes affected. We again see in the top gteth t  Per of route changes that affect our problem of egress Pd® shi
an average o133 routing table changes occur every minute. In  Only 11% of the BGP changes for heavy-hitters caused next

101 q

NextHop Changes/minute

the second graph, we see that on average, roughtputing table hop changes, while63% of the BGP changes for all prefixes
entries are affected every minute. Even during the spikg 500 caused next hop changes _

routing table changes early in the trace, ol routing table en- We conclude that heavy-hitters receive fewer route chatiges
tries were affected. This shows that the same destinatigfixman most prefixes, and further, a significantly lower number afteo
receive multiple routing changes within a short time period changes for heavy-hitters causes next hop changes. Foral p

In Figure 17, we show the distribution of route changes witap ~ 1em, very few of the large number of route changes matterly
fix length. From the top graph, we see that the number of clsange 0-05% of the total route changes during trace D caused next
(dark vertical bars) does not directly correspond to the lmemof hop changes for heavy-hitter destination addressesThese are
routing table entries (light vertical bars) for each prefinge. In the only ones thgt can potentially affect traffic fan-outaosvegress
the second graph, we normalize the number of changes by the nu  POPs, although in some cases the next-hop change may berieom o
ber of entries for each prefix. We see tiataddresses receive an ~ router to another within the same egress PoP. This explairfinal-
unusually high number of changess prefixes constitute less than ~ iNgs that BGP route changes cause no more thasf of traffic
0.01% of the BGP table, but account faB% of the route changes ~ Volume to shift the egress PoP. o
received./28, /30, /32 address prefixes also receive a high num- ~ There can be two reasons for this phenomenon. First, if a net-
ber of updates per routing table entry. These more specificen WOk prefix is unstable then packets traveling toward it meyrb-
typically represent internal addresses within the netveorét cus- quently disrupted - during routing convergence, packety bea
tomer networks that do not have a public AS number. They are dropped, re-ordered or delayed. This can cause TCP sedsions
usually represented in the eBGP routing table by a largereadd back off and even terminate. Thus it could be that only stabte

range. work prefixes can sustain large, long traffic flows. Second; ne
Thus we see that BGP routing table changes are not spreagt even WOrkS that attract large volumes of traffic may have moreusszs
across the routing table. Some routing table entries receiutiple to afford good network administration and stable BGP coméigu

changes, and entries of certain prefix lengths are more phame ~ tions with their peers. Regardless of the cause of stabifibeavy-
others. Thus if most of the traffic is sunk by destination addes ~ hitters, there is a significant amount of instability for Aogavy-

for shift. of the instability. Any of a large number of network evento(h

intra-domain IGP metric changes to router configuratiomgea
7.3 Distribution of BGP Changes Across Traf- in a neighboring AS) can cause a BGP change to occur. Since BGP
fic is a path vector protocol, it is difficult to even determine thS

Since BGP route changes are not spread uniformly across the.that originated a particular routing change, let alone tase of

: . ) . it. Griffin [14] shows that a BGP network can nondetermiiaizsiiy
routing table, and since subsequent traffic shifts are ais@ro- change routing events in complex and non-intuitive wayshay t
portionately spread across neighboring and origin ASesneove 9 9 P yshay

examine how BGP route changes are spread across trafficif-Spec g(r)errglrg& ?jg?(;ﬁ?iﬁvv:rl\laer:t rensa?r(t))ri F;ngtlib:g tgégj(z‘rﬁ;gee nm;_"r;ige
ically, we examine which prefixes carry the majority of thaffic 9 9 P ge o

and examine how they are affected by BGP route changes. Prior.be"eve it is difficult to accurately determine the causeihelthe

work [18, 17] showed that network traffic contains heavyeng - instability of individual destination prefixes.
i.e., a small set of destination network prefixes that togietion-
tribute a very large portion of traffic. We observed similaaty- 8. CONCLUSIONS

hitters in the packet traces we analyzed in this paper. betf3 Recent studies of BGP have shown a significant growth in the
we found that30, 000 addresses out of a total @fo, 000 in the size and dynamics of BGP tables. This has led to concerng abou
trace accounted fa¥9% of the traffic, which is about5% of the what impact these trends in BGP have on the Internet. We focus
addresses. Only.5% of the addresses in the trace accounted for on this issue for a large ISP. Large ISP networks are designegd
80% of the traffic. maintained on the basis of metrics such as latency and tltetoee

In Figure 18, we see again the number of iBGP route changes provision the network for future growth and changes in teaffihis
during traceD, with the average of abouB3 changes per minute.  engineering is typically based on calculating a traffic imat de-
In contrast, Figure 19 shows the number of changes for omy th termine traffic demands for different parts of the networkickia-
destination prefixes that account for at le&&¥ of the traffic. We tions in BGP routes can cause this traffic matrix to changaliin
see a significantly lower number of route changes. The maximu dating the engineering effort. Further, latency senséjglications
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due to the engineering of networks or do TCP dynamics dictate [16] L. Subramanian, S. Agarwal, J. Rexford, and R. H. Katz,

that only stable routes can support heavy-hitters? Urstalites
may reflect connectivity that is undergoing rapid changdseanvy
packet loss, and that may cause the TCP congestion corgm! al
rithm to cut back its sending rate. Another open issue isgimae
there is so much BGP change, the cause and origin of suchagpdat
should be understood. However, due to the non-link stater@at
of BGP, it is difficult to accurately identify the cause of indual
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tions in the Internet may provide better success. This wepkoeed
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