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ABSTRACT

Conventional wisdom has held that routing protocols cannot achieve
both scalability and high availability. Despite scaling relatively

well, today’s Internet routing system does not react quickly to chang-
ing network conditions (e.g., link failures or excessive congestion).

Overlay networks, on the other hand, can respond quickly to chang-

ing network conditions, but their reliance on aggressive probing

does not scale to large topologies. The paper presents a layered

routing architecture called UFO (Underlay Fused with Overlays),

which achieves the best of both worlds by having the “underlay”

provide explicit notification about network conditions to help im-

prove the efficiency and scalability of routing overlays.

Categories and Subject Descriptors

C.2.2 [Computer-Communication Networks]: Network Proto-
cols; C.2.3 [Computer-Communication Networks]: Network Op-
erations

General Terms

Routing Architecture, Overlay Networks, Network Monitoring

1. INTRODUCTION

The Internet today must provide a routing infrastructure which
satisfies the requirements of scalability, high end-to-end availabil-
ity, and customized route selection in a cost-effective way. At
the IP layer, today’s “one size fits all” routing system scales well,
but at the expense of availability and customized route selection.
In particular, since the Border Gateway Protocol (BGP) faces the
fundamental challenge of scalability, only limited BGP routes are
announced according to the policy. Moreover, BGP suffers from
poor convergence caused by path exploration, since the BGP update
messages are not tagged with the root cause, routers can not react
effectively. Transient disruptions during routing-protocol conver-
gence [1, 2] degrade the performance of interactive applications
like Voice over IP (VoIP) [3, 4, 5] and online gaming. In addition,
today’s routing protocols do not satisfy the diverse performance re-
quirements of different services. For example, some applications
may prefer high-throughput paths while others prefer low loss and
low delay, but today’s routing protocols direct all traffic over the
same set of paths.

At the application layer, a Resilient Overlay Network (RON) [6]
trades scalability for high end-to-end availability and customized
route selection. RON uses a small collection of hosts to form a
topology where each overlay link traverses one or more hops in the
underlying network. RON provides high end-to-end availability
by using probes to detect changes in the underlying network, and
reroute according to the needs of applications. Studies have shown
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that RON can react more quickly than IP routing to changes in net-
work conditions (e.g., links failures or excessive congestion) [7].
Moreover, with alternative routes available, RON also provides cus-
tomized route selection, to meet the diverse requirements of differ-
ent applications. Unfortunately, frequent probing limits its scalabil-
ity to support efficient detection of network events among a large
number of hosts [6].

This paper argues that it is hard to satisfy all the requirements
of scalability, high end-to-end availability, and customized route
selection in the existing global routing infrastructure. Instead, our
goal is to provide highly-available communications between only a
subset of the nodes which form a routing overlay. This is sufficient
because in practice, not all pairs of nodes in the Internet need fast
recovery mechanism.

Our approach is to integrate routing overlays into the existing
routing infrastructure. We call our system UFO (Underlay Fused
with Overlays) to emphasize the cross-layer nature of our design.
Our two-layer routing architecture preserves the benefits of over-
lay routing, including high end-to-end availability, and customized
route selection for applications. In addition, UFO provides the
abstraction of a subscription service for network events occurring
along the underlying paths between the overlay nodes. Explicit
cross-layer notification about changing network conditions improves
the efficiency of reactive routing at the overlay layer without com-
promising scalability, since notification messages are propagated
only to the participating overlay nodes, using a lightweight multi-
cast mechanism.

In this paper, we focus on how to design a scalable notification
system by answering the question of who to notify about what kind
of events. We design an efficient notification subscription mecha-
nism, which is similar to joining a multicast tree. When network
failure or excessive congestion happens, a notification message is
multicasted only to the overlay nodes affected by the failure, which
are the overlay nodes included in the subtree rooted at the offending
underlay link. After receiving the notification, the overlay performs
its own reactive routing, and lazily re-registers the link later.

In practice, we envision ISPs could view the two-layer design
as an extension to their existing routing infrastructure, and offer
highly-available communication services to their customers. Al-
though the proposed scheme requires additional router support, we
believe that these changes to routers are relatively modest and, fur-
ther, that ISPs have sufficient incentive to augment their routers
to provide this support. Many ISPs already run overlay nodes of
their own, for VoIP and IPTV services. Providing explicit feedback
about the performance of overlay links allows ISPs to offer bet-
ter service to their customers, giving them a competitive edge over
non-participating ISPs.

The remainder of the paper is structured as follows: we begin

Volume 38, Number 5, October 2008



with Section 2 which presents the design of how the IP routers
generate efficient notification messages when overlay links fail or
become highly congested, to support scalable monitoring of the
overlay network. Discussion of related work follows in Section
3. Lastly, Section 4 concludes with a discussion of the economic
incentives for deployment.

2. SCALABLE OVERLAY MONITORING

Routing overlays [6] typically perform two functions: monitor-
ing to detect network failures, and recovery by rerouting over al-
ternative paths. In this paper, we integrate the design of routing
overlays into the routing infrastructure. As opposed to conven-
tional routing overlays, we propose that a more efficient division
of function is to provide (1) monitoring support at the IP layer, and
(2) customized route selection and recovery using alternate paths
at the overlay layer. Notification of changes in network conditions
from IP layer is more efficient than monitoring at the overlay layer,
because network equipment has faster ways to detect failures and
trigger notifications. For example, failure notifications can be trig-
gered by a “loss of light” signal in SONET, or lost “hello” packets
in OSPF. By receiving notifications from the IP layer, routing over-
lays may decide to reroute and recover earlier than the IP layer.

One goal of our notification mechanism is to preserve the over-
lay link abstraction: overlays are deployed without knowledge of
the IP topology, and the routers can send notifications to overlays
about overlay links without exposing properties of individual IP
layer links. To achieve this goal, we design the registration scheme
for routers to store states about the overlay links that traverse them.

Our registration and notification design is scalable, because: first,
the number of overlay nodes and links is only a small portion of
all the nodes in the networks. Second, we use multicast based
design to improve the scalability of our registration and notifica-
tion scheme. Lastly, multiple overlays running on the same overlay
node can share the registration and notification states and messages.

In this section, we present an efficient and scalable notification
system for the overlays. First, we describe how overlays register
and store states at routers to get explicit notifications in response
to various network events. Next, we illustrate how notification
messages are multicasted only to the downstream overlay nodes
affected by the offending link. Lastly, we explain how overlays can
recover without explicit recovery notification from the IP layer.

2.1 Registration of Overlay Links

An overlay node registers a unidirectional overlay link by send-
ing a registration message with the event types of interest. We can
capitalize on ideas from multicast protocols to improve the effi-
ciency of registration. In particular, we use a multicast tree rooted
at the overlay destination to ensure that each registration packet
traverses a link only once. The overlay sources join the multicast
group to register for notifications about changes in reachability to
the overlay destination. For example, in Figure 1, the four overlay
sources join a multicast group for overlay links terminating at D.
Suppose S1 joins the group first. Then, S1’s registration message
(i.e., join request) to D would traverse the path R3-R2-R1-D, and
each node along the way would keep track of the outgoing link to
forward packets sent to the multicast group. Later, when S2 joins
the multicast group, router R3 grafts link R3-S2 into the multicast
tree, but does not need to forward the registration request further.
This process reduces the storage, bandwidth, and processing over-
head for registration requests. After the four overlay nodes all finish
registration, a multicast tree will be formed. As illustrated by ar-
rows in Figure 1, the multicast tree is rooted at destination D and
have four overlay nodes as leaves.
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Group R1

Figure 1: Multicast based registration

Many multicast protocols exist, with different complexity. Be-
cause of relatively simple requirements, we envision using Protocol
Independent Multicast (PIM) [8]; PIM “sparse mode” is suitable
since the number of overlay nodes is small, relative to the number
of IP routers and links. We can also capitalize on existing data-
plane support for multicast forwarding in IP routers. However, mul-
ticast forwarding typically requires a multicast group address. We
could conceivably assign a multicast group address to each overlay
destination, at the expense of administrative overhead and consum-
ing a large part of the multicast address space. Instead, we envision
that the data plane of the routers would treat registration packets
(destined to D) as implicit multicast join messages. Similarly, the
router could treat notification messages as implicit multicast pack-
ets destined to the downstream members of the multicast group.

Overlay nodes join the multicast groups, so that routers can scal-
ably disseminate notification messages upon failure. In a unicast
design, a fully-connected overlay with n nodes has n? overlay
links, each requiring registration state on one or more underlay
links. In the multicast design, the routers need only to participate
in at most n multicast groups. In fact, multiple overlay destina-
tions (participating in different overlay networks) could conceiv-
ably share a single multicast group, if they were using the same IP
address. Suppose a second overlay node E runs on the same overlay
node as D. Then, notification messages could be distributed over a
single multicast tree rooted at D. The number of multicast groups
would be limited to the number of participating overlay sites.

Registration messages are stored as soft state: the overlay nodes
periodically refresh the registration and the routers discard stale
registrations. Each registration packet carries a version number or
timestamp that the routers store and include in notification packets,
so overlay nodes can safely ignore outdated notification packets.

When processing a registration message, a router verifies that
the two overlay nodes are allowed to register an overlay link. To
prevent denial-of-service attacks and unauthorized use of the ser-
vice, the routers must verify that the registration packet is autho-
rized. Verification may involve consulting a separate server or a
locally cached list of valid participating nodes. The ISP could also
prevent source-address spoofing by network ingress filtering. An-
other option for authentication is to have registration packets carry
a capability. In this way, access to the registration and notification
service will be efficiently controlled by light-weight authentication
cookies, such as those found in L2TPv3 [9].

2.2 Notification of Network Events

According to the various requirements of applications running
on top of routing overlays, the IP network should provide explicit
notification about different kinds of events that affect the perfor-
mance of overlay links (e.g., failures, congestion). Different types
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Figure 2: Multicast based notification

of overlays may require different types of notifications. For exam-
ple, an overlay designed for video might be more concerned with
jitter than one designed for bulk file transfer.

The router can notify registered overlay nodes about various kinds
of network events that would affect the performance of an overlay
link, including physical failure of routers or links, heavy conges-
tion, or lost reachability due to policy changes or session failures.
For example, for failure notification, the notification packet con-
tains the failed overlay links (with the IP addresses of the source
and destination overlays of this link). To reduce the overhead of
the notification system, we are not interested in providing the over-
lays with complicated statistics which would take a long time to
compute. Instead, we focus on notifying overlays about network
events and statistics computed from passive measurement about the
performance of an overlay link.

Only the router that is directly incident to the offending underlay
link sends a notification. Upon detecting the event, the router has
to determine the overlay groups affected by the failure. In Figure 2,
suppose the link R1-R2 experiences some fault. Since group D uses
the left interface of R2 (which is affected by the offending link) to
reach destination D, R2 must send notification to group D.

As an optimization, the affected multicast group can be com-
puted in advance when the registration packets perform lookups
in the routing table during registration. In this example, since the
next-hop interface of destination D is the left interface, R2 can as-
sociate group D with the left interface by storing state of group D
at the left interface. Storing per-interface state at each router helps
to quickly identify the right multicast group to notify.

For each affected multicast group, the router determines how to
disseminate notification message within the group. The affected
overlay nodes are the ones in the subtree rooted at the router that
detected the network event. In this example, overlay nodes S1 to
S4 are all in the subtree rooted at R2, and therefore can not reach
destination D because link R1-R2 fails. R4 multicasts a notifica-
tion packet to all downstream members in the multicast tree. To
reduce the overhead of notification, only one copy of the notifica-
tion packet would traverse each downstream link, as shown by the
arrows on links R2-R3 and R2-R4 in Figure 2.

2.3 Lazy Re-registration of Overlay Links

After learning about a problem with an overlay link, the overlay
can quickly reroute (at the overlay level) to circumvent the prob-
lem. Yet, an important question remains about how the overlay
learns that the overlay link has recovered from failure. One seem-
ingly natural approach would be for the router to send another no-
tification message when the overlay link has recovered. However,
determining that the underlying path (the overlay link between two
overlay nodes) has recovered is difficult, since no one router has
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sufficient visibility into the path-level performance. For example,
even if a failed link recovers, the incident router may not know that
all of the other routers have converged to a new, stable path using
that link. In addition, some of the routers on the new path may not
have any registration state for the overlay link, if they were not on
the old path that received the registration packet. As such, in our
design, the routers do not send recovery messages to the overlays.

Fortunately, fast recovery of overlay links is not as important as
fast notification of reachability or performance problems. Overlay
networks typically have a rich (logical) topology, with numerous
alternate paths to circumvent a problematic overlay link. As such,
we rely on the overlay nodes to re-register the overlay link at some
time in the future. The re-registration process is the same as the
registration we discussed before. The overlay node could be con-
servative and wait for several seconds (or minutes) for the underly-
ing path to reconverge before attempting to re-register the overlay
link. This keeps the design simple without compromising the high
availability of the overlay routing layer.

3. RELATED WORK

Our work is motivated by results showing the benefits of route
deflection. Detour recognized the benefits in redirecting traffic
along overlay paths [10, 11]. Resilient Overlay Networks (RON) [6]
subsequently built a system based on Detour to improve availabil-
ity by quickly detecting paths with high latency or packet loss and
rerouting around them. However, routing overlays are usually lim-
ited in scale because of inefficient monitoring of overlay link qual-
ity. In particular, since the performance of reactive routing depends
on whether changes in network conditions are discovered in an ac-
curate and timely fashion, routing overlays usually probe aggres-
sively, which leads to unavoidable tradeoffs between probe over-
head and reaction time. Moreover, since these probes cannot eas-
ily differentiate performance degradation caused between link fail-
ures and transient congestion, the overlay nodes must wait for sev-
eral lost probes before rerouting the traffic in order to avoid over-
reacting. By providing IP layer notification for efficient monitoring
of overlay link quality, our work circumvents these problems.

Jannotti proposes path reflection to reduce overlay forwarding
inefficiency by allowing end hosts to request short-circuit packet
routing and duplication in nearby routers [12]. In our proposal,
overlays are deployed as part of the infrastructure at routers. Since
the overlays are deployed inside the network (e.g., at PoPs) in-
stead of the edge of network, then reflection points for forward-
ing overlay traffic will be implicitly pushed inside the network.
Nakao and Chen propose optimizations to reduce overlay measure-
ment overhead by probing only along some most-disjoint underlay
paths, with inference or knowledge of the underlay network topol-
ogy [13, 14]. Although measurement overhead is reduced by se-
lectively probing a subset of the overlay links, the amount of prob-
ing overhead to monitor an individual overlay link is not reduced.
In comparison, our proposal pushes this monitoring functionality
down to routers, and explicit notification improves the monitoring
scalability by obviating the need for probing on each overlay link.

The importance of reliability in communication networks has
long been recognized, and there is a large body of recovery tech-
niques at different network layers [15]. At the link layer, SONET
recovery is quite fast. However, since it uses shared or dedicated
protection rings to provide backup capacity, the cost of resource
reservation for both the primary and the backup path is very high.
MPLS offers both restoration and protection techniques. MPLS
restoration techniques have relatively slow response time, which
varies from a few milliseconds to hundreds of milliseconds, which
may not be able to meet the requirements of real-time applications.
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MPLS protection techniques could reroute traffic upon failure using
precomputed and signaled backup paths, also at the cost of resouce
allocation for backup capacity. Our registration scheme is similar
in spirit to the signaling mechanism in MPLS protection, but more
efficient than MPLS in that our registration and notification is de-
signed based on multicast.

At the IP layer, most prior work on improving the Border Gate-
way Protocol (BGP) reliability addresses control-plane issues, such

as reducing convergence time and the number of routing messages [16,

17, 18]. However, BGP convergence faces fundamental trade-offs
between the rate-limiting timers to reduce the number of routing
updates, and the overhead for routers to process update messages.
Recently, several proposals focus on reducing data-plane disrup-
tion. REIN [19] uses interdomain paths to protect interdomain
links, can only be used to protect few critical interdomain links, be-
cause of its reliance on policy negotiation between different ASes.
R-BGP [20] works by pre-computing a few strategically chosen
failover paths. [21] proposes to use failure carrying packets for
faster notification of link failures. Nevertheless, both proposals can
only respond to routing failures, since they do not support the mon-
itoring of network performance. Our work can be easily extended
for notification of excessive network congestion. [22] provides
router support for end-systems to explicitly select non-shortest path
routes, but the proposed approach can not be easily extended to the
interdomain context. Instead, our work focuses on providing high
availability for a few overlay routes.

4. CONCLUSION AND DEPLOYMENT

Routing faces a tension between high availability and scalability.
The paper proposes a layered routing architecture that achieves the
best of both worlds by explicit notification about changes in net-
work conditions from the IP layer, and therefore benefits scalable
monitoring of overlay link quality. This paper has presented an ini-
tial design for UFO. As the first routing architecture that embraces
routing as inherently multi-layer, we believe that it will offer im-
portant insights about how to design routing systems that are both
reactive and scalable.

As for deployment, routers can provide line-card support for for-
warding packets on overlay links and expose a standard interface
to allow a separate control plane (either running directly on the
routers or on a remote server) to install forwarding table entries
directly on the routers. This improves the efficiency of packet for-
warding in the overlay networks: specifically, it not only speeds up
overlay packet encapsulation and decapsulation but also reduces
the amount of traffic going both inbound and outbound to reach the
overlay servers, which are traditionally located at the network edge.
Moreover, ISPs can upgrade only a small fraction of their routers
to provide routing overlay capabilities.

An alternative deployment option is for ISPs to host third party
overlay networks, offering them extra support for packet forward-
ing and explicit notification, as an extension of their service hosting
business. If routing overlays are run by a third-party, it will bring
additional issues of accountability and security, as discussed below.

Accountability between the overlay and the ISP is based on whether

the notification correctly characterizes the performance about over-
lay link conditions or not. Multiple ASes are jointly accountable
and responsible for the performance of cross-domain overlay links.

As for security, overlays can set up monitors to keep track of
whether the ISP lies by not sending notification during failures or
excessive congestion. This can be achieved by using less-frequent
probes to prevent the ISP from introducing a persistent bias in the
notification. In particular, the overlay can deploy path-quality mon-
itoring protocols [23] that reliably raise an alarm when the packet-
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loss rate and delay exceed a threshold. In this way, even if the ISP
could lie sometimes by refusing to report network failures or con-
gestion conditions, it would eventually get caught if it lies often.
Fortunately, since the overlay only wants to verify whether the ISP
lies or not, the overlay would not have to collect these measure-
ments and react to them in real time, which introduces much less
overhead than real-time measurement and reaction would.
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