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Abstract— The separation of intradomain and interdomain rule, independently of the other routers, while ensuringt th
routing has been a key feature of the Internet’s routing arctitec-  packets are forwarded to neighboring routers that havetsele
ture from the early days of the ARPAnet. However, the appro- the same (closest) egress point. In addition, hot-potattng

priate “division of labor” between the two protocols becomes tends to limit th " f bandwidth in th
unclear when an Autonomous System (AS) has interdomain enas to imit the consumption ot bandwi resources in the

routes to a destination prefix through multiple border routers—a  network by shuttling traffic to the next AS as early as possibl
situation that is extremely common today because neighbarg We believe that the decision to select egress points based
domains often connect in several locations. We believe thahe gn |GP distances should be revisited, in light of the growing

current mechanism of early-exit or hot-potato routing—where . . e
each router in an AS dirgcts traffic topthe “closes%’ border pressure to provide good, predictable communication perfo

router based on the intradomain path costs—is convoluted, Mance for applications such as voice-over-IP, online ggmin
restrictive, and sometimes quite disruptive. In this paper we and business transactions. We argue that hot-potato goistin

propose a flexible mechanism for routers to select the egrepsint « Too restrictive: The underlying mechanism dictates a

for each destination prefix, allowing network administrators to

satisfy diverse goals, such as traffic engineering and robtreess
to equipment failures. We present two example optimization
problems that use integer-programming and multicommodity

flow techniques, respectively, to tune our mechanism to safly

network-wide objectives. Experiments with traffic, topolagy, and
routing data from two backbone networks demonstrate that ou

solution is both simple (for the routers) and expressive (fothe

network administrators).

particular policy rather than supporting the diverse per-
formance objectives important to network administrators.
Too disruptive: Small changes in IGP distances can

sometimes lead to large shifts in traffic, long convergence
delays, and BGP updates to neighboring domains [2, 3].
Too convoluted: Network administrators are forced to

select IGP metrics that make “BGP sense,” rather than

viewing the two parts of the routing system separately.
Selecting the egress point and computing the forwardinlg pat

The Internet’s two-tiered routing architecture was deeignto Fhe egress point are two very distinct fu.nct-ions, and we
to have a clean separation between the intradomain and in&:‘?“eve that they should be decoupled. Paths. inside theomietw
domain routing protocols. For example, the interdomain prShpmd_ be selected based on some_meanlngful perfor_mance
tocol allows the border routers to learn how to reach exterr2PJ€ctive, whereas the egress selection should be flexale t
destinations, whereas the intradomain protocol detersitioey  SUPPOTt @ broader set of traffic-engineering goals.
to direct traffic from one router in the AS to another. However !N this paper, we propose a new way for each router to
the appropriate roles of the two protocols becomes unclé§€Ct an egress point for a destination, by comparing the
when the AS learns routes to a destination at multiple bordg@ndidate egress points based on a weighted sum of the
routers—a situation that arises quite often today. Sinodicee 'GP distance and a constant term. The configurable weights
providers peer at multiple locations, essentiallyof the traffic Provide flexibility in deciding whether (and how much) to
from customers to the rest of the Internet has multiple egrd2@Se BGP decisions on the IGP metrics. Network management
routers. In addition, many customers connect to their previ SYSI€MS can apply optimization techniques to automayicall
in multiple locations for fault tolerance and more flexiblS€t these weights to satisfy network-level objectiveshsas
load balancing, resulting in multiple egress routers farsth P2@lancing load and minimizing propagation delays. To emsur
destinations as well. Selecting among multiple egresstsoiﬁons'Stent forwarding through the network, we advocate the

is now a fundamental part of the Internet routing architestu US€ of lightweight tunnels to direct traffic from the ingress
independent of the current set of routing protocols. router to the chosen egress point. Our new mechanism, called

In the Internet today, border routers learn routes to destin' [E (Tunable Interdomain Egress) because it controls how
tion prefixes via the Border Gateway Protocol (BGP). WheQuters break ties between multiple equally-good BGP mute
multiple border routers have routes that are “equally gdad” i both simple (for the routers) and expressive (for the ekw
the BGP sense (e.g., local preference, AS path length, et@gmlmstrators). Our solution does not_ introduce any new
each router in the AS directs traffic to thiesestorder router, Protocols or any changes to today’s routing protocols, mgki
in terms of Interior Gateway Protocol (IGP) distances. Thik Possible to deploy our ideas at one AS at a time and with
policy of early-exitor hot-potatorouting is hard-coded in the only minimal changes to the BGP decision logic on IP routers.

BGP decision process implemented on each router [1]. HJ'€ Paper makes the following research contributions:
potato routing allows a router to implement a simple deaisio « Flexible mechanism for egress-point selectionThe

I. INTRODUCTION



TIE mechanism we propose is: (i) flexible in balancing before failure P

the trade-off between sensitivity to IGP changes and
adaptability to network events, (i) computationally easy

for the routers to execute in real time, and (iii) easy for

a higher-level management system to optimize based on
diverse network objectives.

« Optimization of network-wide objectives: We present
example problems that can be solved easily using TIE.
First, we show how to minimize sensitivity to internal
topology changes, subject to a bound on propagation
delay, using integer programming to tune the weights
In Ou_r mechanism. S_econd' we _ShOW how to bglan'c_% 1. Link failure causes routet’ to switch egress points from to B
load in the network without changing the IGP metrics or
BGP policies, by using multicommodity-flow techniques

to move some traffic to different egress points. . . N
. 9 .p from A because the IGP distance tbis 2, which is smaller
« Evaluation on two backbone networks: We evaluate : . . .
. Lo than the distance ¢f to B. However, if theC-D link fails, all
the effectiveness of TIE for the two optimization prob- . : )
: . . traffic from C' to p would shift to egress routds, with an IGP
lems, using traffic, topology, and routing data from twg,. . .
: . . istance o that is smaller than the IGP distanceldfto A.
backbone networks (i.e., Abilene and a large tier-1 ISP).” . . : .
Ifi this section, we argue that these kinds of routing changes

Our experiments show that TIE reduces sensitivity tgre disruptive. Yet, continuing to use egress-pdinmhight not

ggig?\ll;gagIrol?:;ghaindgzzI\;Vh'Ie satisfying network—W|d%e the right thing to do, either, depending on the propagatio
) Y- delay, traffic demands, and link capacities. Instead, netwo

In the next section, we discuss the problems caused by hglministrators need a mechanism that is flexible enough to
potato routing, and describe an alternative where eachmrmgupport sound performance trade-offs.

has a fixed ranking of the egress points. Then, Section Il
presents the TIE mechanism for selecting egress pointsgalgy, Hot-potato Routing

after failure

with several simple examples. Sections IV and V present
the two optimization problems and evaluate our solution
on topology, traffic, and routing data from two backbong
networks. In Section VI, we discuss how to limit the numbe
of configurable parameters and how to deploy TIE withol
changing the existing routing protocols. After a brief oxew
of related work in Section VII, we conclude the paper i
Section VIl with a discussion of future research directioAn
Appendix describes how we determine the network topolo
egress sets, and traffic demands from the measurement
collected from the two backbone networks. *

II. CRITIQUE OF TODAY'S IGP/BGP BOUNDARY

The Internet routing system has three main components:
(i) interdomain routing, which determines the set of border
(or egres} routers that direct traffic toward a destination, e
(ii) intradomain routing, which determines the path from
an ingress router to an egress router, and (iii) egress-poin
selection, which determines which egress router is chogen b
each ingress router for each destination. In this sectian, w
first describe how tying egress selection to IGP distancdsle
to harmful disruptions and over-constrained traffic-elegiing .
problems. Then we explain how the alternative of allowing
each ingress router to have a fixed ranking of egress points is
not flexible enough (for traffic engineering) or adaptive @gio
(to large changes in the network topology).

Our discussion of the two approaches draws on the example
network in Figure 1. AS has five routers4, B, C, D, andE)
and each internal link has an IGP metric. Routdearns BGP
routes to destinatiop from egress routersl and B. Under

Hot-potato routing adapts automatically to topology chemng
at affect the relative distances to the egress pointboditjh
ot-potato routing seems like a reasonable way to minimize
gsource consumption, IGP link weights do not express re-
source usage directly. The IGP distances do not necessarily
-Have any relationship to hop count, propagation delay, or
link capacity, and selecting the closer egress point do¢s no
cessarily improve network performance. In addition,lsma
’;Pé)logy changes can lead to performance disruptions:

Large shifts in traffic within and between ASes: A
single link failure can affect the egress-point selection
for tens of thousands of destinations at the same time,
leading to large shifts in traffic [2]. In fact, hot-potato
routing changes are responsible for many of the largest
traffic variations in a large backbone [3].

Changes in the downstream path:When the egress
point changes, the traffic moves to a different downstream
forwarding path that may have a different round-trip time
or available bandwidth, which may disrupt the commu-
nicating applications. In addition, the abrupt increase in
traffic entering the neighboring AS may cause congestion.
BGP update messages for neighboring domainsA
change in egress point may also change the AS path.
The failure of theC-D link in Figure 1 causes router

to switch from a path through ASto one through A,
forcing C to send a BGP update message to(A&lobal
BGP convergence may take several minutes [4]. If(AS
switches to a BGP route announced by another provider,
the traffic entering ASl at routerC would change.

Even if the hot-potato routing change does not lead to new

hot-potato routing, route€ chooses the BGP route learnedGP update messages, long convergence delays can occur in-



side the AS depending on how the router implements the B@®uter to each egress router, and assigning an IGP metric
decision process. An earlier measurement study [2] disedveto the tunnel. The data packets would follow the shortest
long convergence delays because the underlying routersuimderlying IGP path from the ingress router to the chosen
the network only revisited the influence of IGP distancemgress router. The hot-potato mechanism would still dictat
on BGP decisions once per minute; during the convergertbe selection of egress points, but the metric associatéd wi
period, data packets may be lost, delayed, or delivered foutemch tunnel would be defined statically at configuration time
order. This particular problem, while serious, can be asklrd rather than automatically computed by the IGP. Thus, this
by having routers use an event-driven implementation thachnique allows network administrators to rank the egress
immediately revisits the BGP routing decisions after a gganpoints from each router’s perspective, allowing each isgre
in the intradomain topology. In contrast, the three proldenmouter to select the highest-ranked egress point indepede
listed above are fundamental. internal network events, short of the extreme case where the
In a large network, IGP changes that affect multiple destinagress point becomes unreachable and the router is forced to
tion prefixes happen several times a day, sometimes leadlingwitch to the egress point with the next highest rank.
very large shifts in traffic [3]. Not all of these events aresad For the example in Figure 1, routér could be configured
by unexpected equipment failures—a large fraction of theta prefer egress! over B. Then, when the®—D link fails, C
are caused by planned events, such as routine mainténaneeuld continue to direct traffic toward routet, though now
A recent study of the Sprint backbone showed that almost haling the pathC, E, D, A. This would avoid triggering the
of IGP events happened during the maintenance window [Saffic shift to B, changes in the downstream forwarding path,
Often, shifts in egress points are not necessary. The new @amd BGP updates to neighboring domains. However, although
tradomain path to the old egress point, although a littlgéon the fixed ranking is extremely robust to internal changes,
IGP-wise, may offer comparable (or even better) perforreansometimes switching to a different egress point is a good.ide
than the path to the new egress point. Following the failufeor example, the patty, £, D, A may have limited bandwidth
of the C—D link in Figure 1, the pathC, E, D, A might be or a long propagation delay, making it more attractive to
less congested or have lower propagation delay than the patitch to egress-poinB, even at the expense of causing a
C, E, B. Moreover, many internal network changes are shotransient disruption. In the long term, network administra
lived; a study of the Sprint backbone showed thé% of could conceivably change the configuration of the ranking to
failures were repaired in less thah minutes [5]. Maintenance force the traffic to move to a new egress point, but the reactio
activities are often done in periods of lower traffic demandwould not be immediate. Similarly, the administrators coul
when the network would comfortably have extra capacity t@configure the IGP metrics or BGP policies to redistribbte t
tolerate the temporary use of non-closest egress points. traffic load, at the expense of searching for a suitable iyt
Besides being disruptive, the tight coupling between egreeconfiguring the routers, and waiting for the routing pooto
selection and IGP metrics makes traffic engineering and-mata converge.
tenance planning extremely difficult. Network administrat ~ The mechanisms available today for selecting egress points
indirectly control the flow of traffic by tuning the IGP met-represent two extremes in the trade-off between robustaress
rics [6-9] and BGP policies [10, 11]. Finding good settingatt automatic adaptation. Hot-potato routing adapts immedtjiat
result in the desired behavior is computationally challegg to internal routing changes (however small), leading te fre
due to the large search space and the need to model the effgognt disruptions. Imposing a fixed ranking of egress ppints
on egress-point selection. Finding settings that are tdous while robust to topology changes, cannot adapt in real tone t
range of possible equipment failures is even more diffidt{ critical events. Neither mechanism offers sufficient colfior
14]. Imposing even more constraints, such as minimizing hatetwork administrators trying to engineer the flow of traffic
potato disruptions across all routers and destinationya®fi and plan for maintenance. In this paper, we ask a natural
makes the problem increasingly untenable. In additioneonquestion:ls there a mechanism for egress-point selection that
the local-search techniques identify a better setting efl@P is flexible enough to control the flow of traffic in steady state
metrics or BGP policies, changing these parameters in tiéile responding automatically to network events that doul
routers requires the network to go through routing-protocdegrade performance?
convergence, leading to transient performance disruption
I1l. TIE: TUNABLE INTERDOMAIN EGRESSSELECTION

B. Fixed Ranking of Egress Points at Each Ingress Router N this section, we propose a mechanism for selecting an
ress point for each ingress router and destination pnefix i

. . e
t'?‘] na;_ura(; altelz_natwe} tWhOUId be to c_:otnflgu:]e eatchh rOUtt‘?‘:{gnetwork. Ideally, an optimization routine could compute
Wi I(? |x|e trt{jrl\n Ihn_gho N € (la(g:jessl pomts_, V\éhere ¢ ef routgle egress points directly based on the current topology,
wom: sfe ec hed '?. e? 'ra'?”? € FTen n be Set o egreeiﬁess sets, and traffic, subject to a network-wide perfocma
rou er,s or each destination. 1his solution can be realum_ug objective. However, the routers must adapt in real time to
today'’s technology by establishing a tunnel from each isgre
2For example, network administrators can use MPLS [15, 16¢riate
IMaintenance activities happen very frequently to upgrdue dperating label-switched paths (LSPs) between all ingress-egrdss @onfiguring each
system on the routers, replace line cards, or repair optaaplifiers. In  LSP as an IGRirtual link ensures that each tunnel appears in the intradomain
addition, construction activities may require moving fiber temporarily routing protocol. The metric assigned to the tunnel woukhthdrive the hot-
disabling certain links. potato routing decision hard-coded in the routers.



events such as changes in the underlying topology and egrneb&rea and 5 are configurable values. The first component
sets, leading us to design a simple mechanism that allowsfathe equation supports automatic adaptation to topology
separation of timescales—enabling both rapid adaptation ahanges, whereas the second represents a static ranking of
unforeseen events and longer-term optimization of netwonloutes for that prefix. Together, these two parameters can
wide objectives. In addition, the design of our mechanistralance the trade-off between adaptivity and robustndsis. T
places an emphasis on generality to allow us to support a wislple metric satisfies our three main goals:

variety of network objectives, rather than tailoring oulusion « Flexible policies: By tuning the values ofa and g,

to one particular scenario. In this section, we first descobr network administrators can cover the entire spectrum
simple mechanism and then present several examples of how of egress-selection policies from hot-potato routing to
to set the configurable parameters to manage a simple network  static rankings of egress points. Hot-potato routing can
be implemented by setting = 1 and 5 = 0 for all
nodes and prefixes. A static ranking can be represented
by settinga = 0 and, for each node, 3(i,p,e) to a

A. TIE Ranking Metric

Our mechanism allows each router to have a ranking of the
egress points for each destination prefix. That is, routeas constant value for all values gf. Our mechanism can
a metricm(i, p, e), across all prefixep and egress points. also realize a diverse set of policies in between.

For each prefix, the router considers the set of possiblesegre « Simple computation: The metric is computationally
points and selects the one with the smallest rank, and then Simple—one multiplication and one addition—based on
forwards packets over the shortest path through the network information readily available to the routers (i.e., the
to that egress point. Our approach differs from the scheme in IGP distances and the: and § values). This allows

Section II-B in several key ways. First, our ranking metrash

finer granularity, in that we allow an ingress router to have a

different ranking for different destination prefixes. Sedpour
ranking metric is computed rather than statically configure
allowing the ranking toadapt to changesn the network
topology and egress set. Third, our metrinis tied directly
to the underlying tunnethat directs traffic from an ingress

routers to compute the appropriate egress point for all
destination prefixes immediately after a change in the
network topology or egress set.

Ease of optimization: The mechanism offers two knobs
(o and B) that can be easily optimized by a man-
agement system based on diverse network objectives.
In Sections IV and V, we explore the power of this

point to the chosen egress point, allowing us to achieve the mechanism to express a wide range of policies, and we
finer granularity of control without increasing the numbér o~ demonstrate that it is easy to optimize by showing that
tunnels. Our approach is also more flexible than tuning BGP the optimization problems we define are tractable.
routing policies, in that one router can start using a neveggr In addition, when the network-management system changes
point while other routers continue to use the old one. the o and 3 values, the affected routers can move traffic from
one path to another without incurring any convergence delay
This is possible because the network already has forwarding
paths between each pair of routers. Changing ¢hand 3
values merely changes which paths carry the traffic.

Undirected graph G = (N, L), nodesN and links L
Ingress and egress nodesi € N ande € N

IGP distance on graph | d(G,i,¢), i,e € N

Destination prefix peP

Egress set E(p)C N

Ranking metric m(i,p,e), i,e € N,p € P
Tunable parameters a(i,p,e) and (i, p, e)

B. Example Configurations

For each routei and prefixp, network administrators need
to configure the values af and 3. By configuring the egress
selection parameters on a per prefix basis, an AS can satisfy
diverse policy goals. We now explore a few examples:
Voice-over-IP: For instance, suppose that a prefiis used

To support flexible policy while adapting automatically tc;‘or VoIP and that network administrators set IGP link wegyht

network changes, the metrioi(i, p,¢) must include both according to propagation delay. Voice applications aresisen

. . tive to both high delays and the transient disruptions teatio
configurable parameters and values computed directly from . . .

. ! . uring egress-point changes. Imagine that the networkiear
a real-time view of the topology. We represent intradomain

. b . at two egress points; andes, and that the IGP distance at
routing topology as an undirected weighted grépk= (N, L), ﬁesign timge frompa roateirto éach egress i6(G,i,e1) = 20
where N is the set of nodes and is the set of IP links, N

as summarized in Table I. Based on the link weights, eagﬂ?g(g ’r\j\;aefg Eai(l)(.eltr; ttr:; ?Oei?:iﬂggpgé?gj’sl??ﬁéd g;g{etg
routeri € N can compute the IGP distanc&G,i,e) to ! '

reache; increases a little; should still uses; in order to avoid
every other routere € N. The egress sefi(p) C ; . . .
4 isruptions associated with the egress change. Howeven wh
consists of the edge nodes that have equally-good BGP rouies . o
. . . . € IGP distance te; exceed$0, the network administrators
for prefix p. For prefix p, node: selects the egress point

argmin.{m(i,p,e)|e € E(p)}. The metric is computed as awantz' to select the closest egress.
g © Py P)J- P This application needs an egress-selection policy that is

weighted sum of the IGP distance and a constant term: between hot-potato routing and a fixed ranking. At design
m(iapa 6) = a(iapv 6) : d(G727 6) + ﬁ(lvpa e)a time! the Value Ofm(iapa 61) = 20 ) a(iapa 61) + ﬁ(%}% 61)

TABLE |
SUMMARY OF NOTATION.



andm(i, p,e2) = 30 - a(i,p, e2) + B(i, p, e2). Sincei prefers

‘ A B|A B
e1, we need to haven(i,p,e1) < m(i,p,ea); however, P ‘ 0 o0 ‘ 2 1
when d(G, i,e1) exceedss0, we need to haven(i,p,e;) < p2 | 1L 110 0
m(i, p, e2). We can express these constraints with the follow- TABLE I

ing equations:
CONFIGURATION OF PARAMETERS FOR EXAMPLE INFIGURE 2.

20 - a(i,p,e1) + B(i,p,e1) < 30 - a(i,p,e2) + B(i, p, e2)
50 - Oé(i,p, 61) + ﬁ(ivpa 61) <30- a(iapv 62) + B(iapv 62)
51-a(i,p,e1) + B(i,p,e1) > 30 - a(i,p, e2) + B(i, p, e2) after the failure, the network administrators could chatige
) BGP import policy top, at A to make it look better than
We can now select the values@fnd 3 that satisfy these con- g owever, there is a long delay before they can detect the
straints. For instance, if we set bofii, p, e1) = 5(i,p,¢2) = fajlure and identify the BGP policy that should be applied
0 andaf(i,p,e1) = 1, then we find that(i, p, e5) = 1.7, in order to alleviate the problem. Our mechanism allow this
Large file transfer: Take now the example of two researchyyjicy to be implemented at design time and the network can
labs that continuously exchange large data files. Suppage {pom adjust itself accordingly.
each research lab has an ISP and that the two providers peefpe setting ofx and3 can be done independently for each
in two locations. Both the source and the destination ISRSir(; ), which leads to easier optimization problems. In con-
need to provision enough bandwidth for these large trassfefast, tweaking IGP weights impacts the IGP distance batwee
To provision for the file transfers, both ISPs need to_kno\%ultiple pairs of routers for all routes, and tweaking BGP
both the ingress and egress points for the data. In this casgiicies impacts the preference of all routers in the nekvior
the egress selection needs to be stable. Say that the SoWrggticular route. One drawback of our mechanism is thelarg
and destination ISPs agree thatshould be responsible for nymper of parameters that need to be set at each router. In the
carrying this traffic. Then, for each routewe seta(i, p, e1) = pext two sections we discuss how to select suitable values of
a(i;p,e2) =0 and 5(i, p, e1) = 1 and5(i, p,e2) = 2. and3 when there are a large number of prefixes involved, and
Traffic engineering: The first two examples consider ainen Section VI discusses techniques for reducing the numbe
prefix in isolation. However, egress-point selection sHalso ¢ parameters that need to be configured in practice.
consider network-wide goals. Consider the egress-sefecti

decision for prefixeg, andp, at routerC' in Figure 2,p1 |y MiniMIZING SENSITIVITY TO EQUIPMENT FAILURES

is a VoIP prefix andp, corresponds to Web servers. In this WITH BOUNDED DELAY

example, routeC' has to choose between egresgeand B. . .

Assume that the path with IGP distangéhas high capacity, .In_ th's section, we lshow how to sglect vaIu_esaoandﬁ.to
minimize the sensitivity of egress-point selection to pguent

whereas the paths with co$0 and 11 have lower capacity. fail bi - ) : h .
When all three paths are working, the network administeatof Urés, subject to restrictions on increasing the prapiag

wantC to use egress-poii® for both prefixes. However, if the delay. After presenting a precise formulation of the proble

path with cos® fails, they would like to balance the load ovetVe present a _SOIUt'OH that has two pha_ses—smulatmg_the
the two lower-bandwidth links. Since the voice traffic fip effects of equipment failures to determine the constraints

is sensitive to the routing change, the network administsat on k:h_e a and g vallfues a_tnd Iappl_ylng 1|r_1rt]eger-progre}mhm|ng
would prefer to usd3 for p; and A for py. This policy can be techniques to identily optimal settings. Then, we evaldiaé

implemented by setting the parameters as presented in rrabl(%esugingkzolution K;ing traffic, topology, and routingaléom
C’s egress selection tp; behaves like a fixed ranking of the WO backbone Networks.

egress points, whereas behaves like hot-potato routing.
A. Problem Definition: Minimizing Sensitivity

P1 Consider a well-provisioned backbone network that sugport
P, \ . . L . )
© interactive applications, such as voice-over-IP and entjiam-
ing. The network administrators want to avoid the transient

disruptions that would arise when an internal failure cause

(A (B) a change in the egress point for reaching a destination, as
long as continuing to use the old egress point would not incur
large delays. By setting the IGP link weights according to

© geographic distance, the shortest IGP path between twosnode
would correspond to the smallest delay and the closest®gres
point would be the best choice. Hence, for this problem, the
best egress poink(G,i,p) for nodei and prefixp is the
Despite the simplicity of this policy, current egress-séttn nodee € FE(p) with the smallest IGP distanc&(G,i,e). If
mechanisms cannot express it. Hot-potato routing wouldeawan internal failure occurs, the administrators want node
both p; andp, to shift to egressA after the path with cost  continue directing traffic té(G, i, p) unless the delay to this
fails, and ranking egresB over A for all prefixes would force egress point exceeds- d(G, i,b(G, i, p)) for some threshold
all traffic over the low-capacity path with cost. Of course, T > 1. If the delay to reach the egress point exceeds the

Fig. 2. Example illustrating heterogeneous traffic types.



threshold, the administrators want nodéo switch to using each topology changé and determine the preferred egress
the (new) closest egress point to minimize the propagatisalection with the policy in mind, wheré& = 2 and 6; is

delay. Table Ill summarizes the notation. the failure of the link with costd and 6, is the failure of
the links with costs4 and 6. In the new grapht:(G), A
Threshold for tolerable delay | T is closer toC' (with a distanced(6:(G), A,C) of 5) than
Set of topology changes AG to B (with a distanced(6,(G), A, B) of 6). However, since
Topology change 5§ AGQ d(61(G), A, B) <2-d(G, A, B), A should continue to select
Network topology after change | 6(G) egres_s-po.intB.. This decision is expressed by the second
Best egress point fofi, p) on G | b(G, i, p) equation in Figure 3(b). We use the same methodology to

evaluate the best egress selection afterin this case, the

TABLE Il distance fromA to B is above the threshold, sd should
NOTATION FOR THE PROBLEM OF MINIMIZING SENSITIVITY TO TOPOL@Y SW”Ch to using egress-poir®', as expressed by the third
CHANGES WITH BOUNDED DELAY. equation.

In an ideal world, the routers could be programmed to
implement this policy directly. For example, upon each IGP
topology changé, each node could revisit its egress selec-
tion for each prefix by performing a simple test for the new

Constrainsts for (A,p):
4 .0g+Bg <5.0c+ B¢
6.%5+Pg <5.0c+ Bc

topology 6(G): 12 Og+Bg >5.0c+Bc
if (d(5(G),1,b(G,4,p)) < T -d(G,i,b(G,i,p))), @ ®
then b(é(G)’ .Z’p) f b(G’ z., p) . Fig. 3. Example illustrating constraints on valuescofind 3.
elseb(6(G),i,p) = argmin{d(6(G),i,e) |e € E(p)}.

Modifying every router in the network to implement this More generally, our algorithm consists of two main steps.

egress-selection policy would guarantee that the netwdplfSt: We compute the distancd, i, ) for the original graph
always behaves according to the specified goal. Howevg"r,and all t_ransformatpné € AG using an aII—pa_lrs shortest
supporting a wide variety of decision rules directly in thé’ath algorithm. (For simple graph transformations, such as

routers would be extremely complicated, and ultimately ne@" single-link failures, an incremental Dijkstra algéwt can

work administrators would want to apply a policy that is nc’[gduce the overhead of computing teG| + 1 instances of

supported in the routers. In the next subsection, we shotv t & aII—pa!rs shortest paths.) Then, we generate the comtstr
TIE is expressive enough to implement this policy. Instefd &' €ach(i, p) pair as presented in Figure 4.

having the routers apply the test in real time, the network-
management system configures the TIE parameters at desig
time based on the policy, and the routers adapt automaticall
when internal changes occur.

r11) Identify the closest egress point in the original graph:
b= argmin.{d(G,i,e)|e € E(p)},

2) For eache € E(p) \ {b}, generate the constraint
“a(i,p,b)-d(G,i,b)+5(i,p,b) < a(i,p,e)-d(G,i,e)+

B(i,p,e)”

B. Solving the Sensitivity Problem with TIE 3) For eachh € AG

Solving the problem with our mechanism requires us to a) Identify the preferred egress point’: If
find values ofa(i,p, e) and 3(i, p, e), for eachi,e € N and d(6(G),i,0) < T - d(G,i,b), thend = b,
p € P, that lead to the desired egress-point selections over Else,t’ = argmin.{d(6(G),i,e) |e € E(p)}.
all graph transformation®\G. Our solution has two main b) For eache € E(p) \ {0}, generate the constraint
steps. First, asimulation phaseletermines the desired egress “a(i,p,b') - d(6(G),i,0") + B(i, p,b') < ali,p.e)-
selection both at design time (under gra@ghand after each d(6(G),i,e) + B(i,p,e)”

topology change (under grapliGG)). The output of this phase _. _ _ _

is a set of constraints on thzeagdg values for eaclfi, p) pair. Fig. 4. Algorithm of the simulation phase.

Then, anoptimization phaséetermines the values of and 3

that satisfy these constraints. For this problem, the egpet Step 2 runs once (on the original graph) and st&f)

selection for eaclfi, p) pair can be made independently.  runs|AG]| times (on each graph transformation), generating
1) Simulation Phase:To illustrate how we construct thea constraint for each alternative to the desired egresst poin

constraints o and § for the initial topologyG and each for that configuration. As a result, the algorithm produces

topology change), consider the example in Figure 3(a). IN|AG|+1)- (JE(p)| — 1) constraints for each palii,p). The

the initial topology, nodeA would select nodeB as the size of E(p) is limited by the number of edge nodes that have

egress point becausB is closer thanC. We can express best BGP routes for a prefix; in practice, the size is usually

this by m(A, p, B) < m(A,p,C) for topology G, as shown one, two, or three, or at most ten. Fortunately, any prefixes

by the first constraint in Figure 3(b). Then, we considdghat have the same egress set produce the same constraints,



and the same values efand 3. The number of unique egressC. Evaluation

sets 'S typlcally orders of _magmtude less than Fhe r_lumberWe evaluate the effectiveness of TIE for achieving our goal
of prefixes, which substantially reduces the running time of

i . Of minimizing sensitivity to equipment failures on the Adaile
the algorithm. In order to reduce the complexity and number : .

) ) network and a tier-1 ISP backbone. We obtain the network
of configurable parameters, we group all routers in the sanie

PoP into a single node; these routers typically make the sa gologyG and the egress sefst(p)} as described in the

. - : . gpendix. For this problem, we set the IGP link weights to
BGP routing decisions anyway, since they essentially act fhe geographic distance between the PoPs to approximate the
one larger router. Ultimately, the running time of the altfon geograp bp

. > . propagation delay. We optimize TIE for two sets of topology
is dominated by the number of topology changesie. changesAG (single link failures and single node failures) and
2) Optimization Phaseln the optimization phase, we com-three different delay thresholds (1.5, 2, and3). _
putea and 3 values that satisfy the constraints for each pair We ran the simulation and the optimization phases on dif-
(i,p). In theory,any settings that satisfy the constraints woulderent machines because the raw measurement data could only
achieve our optimization goal. However, several practicBp stored on one machine, and the CPLEX license resides on
issues drive how we set up the optimization problem: another. The simulation phase ran on a 900MHz Ultrasparc-I|
Copper processor of a Sun Fire 15000. This phase consumed
« Finite-precision parameter values: The o and 3 values 3-2 MB of RAM and took 0.5 and31.1 seconds to build the

should have finite precision to be configured and stor&@nstraints for all pairgi, p) for the Abilene and ISP networks,
on the routers. Since the parameter values only halgspectively. The optimization phase ran on a 196 MHz MIPS

meaning relative to each other, we can limit Ourselvégloooo processor on an SGI Challenge. This phase_z consumed
to considering integer solutions. This leads us to applySt under MB of RAM and took37 seconds and2 minutes

integer programming to solve the problem. to run for the Abilene and ISP networks, respectively. We
Limiting the number of unique parameter values: €XPect that the optimization phase would complete muclerfast

To reduce the overhead of configuring and storing tHeWe invoke the CPLEX library directly from a C program
a and 3 parameters, we prefer solutions that minimizEther than the AMPL interpreter.
the number of unigue values. As such, we attempt to FOr the Abilene networkq was equal tal for 93% of the
minimize an objective function that is the sum across ali- P €) tuples and had only four distinct values € [1,4]);
of the o and 3 values. B3 was zero for90% of the (¢, p, e) tuples and had only three

« Robustness to unplanned eventsAlthough we optimize distinct values § € {0,1,3251}). The ISP network has a
the parameters based on the topology changeAdh much larger number of destination prefixes and distinctegyre
the real network might experience events outside of offts, which resulted in a broader range of values for the pa-
model. If optimizing based om\G results in solutions rameters¢ < [1,19] and 5 € {0, 1, 3411, 4960, 5185, 5009}).
with a = 0 for an (i,p) pair, then route would never However, the vast majority of values §3%) were equal to
adapt to a change in IGP distance, however large. P§€, and69% of 3 values were zero. The small number of
increase the robustness to unplanned events, we adddigtinct values for the parameters, and the large number of

extra constraint that(i, p, e) > 0 for all i, p, ande. a(i,p,e) =1 and 3(i, p, e) = 0, help reduce the overhead of
configuring and storing the parameters, as discussed in more

We solve the integer-programming problem for e4gty) detail in Section VI. _ _
pair using CPLEX [17] with AMPL. Although integer- After generating the values af(i, p, ¢) and (i, p, ) for
programming problems are sometimes difficult to solve, o§@CN one of these scenarios, we simulate the behavior of
constraints are typically easy to satisfy because many C&:?\_ch network with t_hls configuration. For_ comparison, we a]s
straints are identical or are subsumed by other constrairignulate the behavior of the network using hot-potato rgiti
For instance, the second constraint in Figure 3(b) is stricPY Settinga(i,p,e) = 1 and (i, p,e) = 0 for all _(vaae))'
than the first constraint (i.e., becauses < 6ag). In fact, @nd the fixed ranking egress selection (by settirig p, ¢) =
for most of the (i,p) pairs, CPLEX computes the valued for all (i,p,e), and 5(i,p,e) = d(G,i,b(G,i,p))). We
of a and 3 during a pre-processing phase that analyzes tfinulate the behawor_of the§e egress-selection polmelgam
constraints. Very few(i,p) pairs required more than threethe set_of all smgle-lln_k failures and the set of all single-
simplex iterations in the root node of the branch-and-boufi@de failures. For conciseness, we only present the refsults
tree to identify parameters that satisfy the constraintd afingle-node failures, the results for the other instaneesl |
minimize the objective function. Still, for arbitrary tojpgies (© the same conclusions. We compare the three mechanisms
and graph transformations, we could conceivably encount&#ng two metrics:
a scenario where no parameter setting would satisfy everys Delay ratio: For each(i, p, §) we compute the delay for
constraint. A scenario like this, should it arise, could be i to reach the best egress point forafter the topology
handled by an extension to the integer program to minimize changes (d(6(G),,b(6(G),,p))), and divide it by the
the number of constraints that are violated. This could be delay to reach the best egress in the original topology
achieved by including an extra error term in each constraint (d(G,1,b(G,1,p))).
and selecting an objective function that minimizes theltota « Routing sensitivity: For each(i, §) the routing sensitivity
error. reprints the fraction of prefixes dtthat change egress
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Fig. 5. Comparison of egress-selection schemes on the f&bitetwork under single-node failures with TIE optimized $mgle-link failures andl" = 2.

point after a topology changé. This metric is the the initial topology). The TIE curve follows the fixed rangin
routing-shift function t/*M) defined in [18] and rep- for most points. TIE only experiences egress changes when
resents the fraction of a router’s BGP table that changtt®y are unavoidable. The gap between the hot-potato and
egress points after an intradomain routing change.  the TIE curve—around 5% of the (¢,4) pairs—represents

. . ._the scenarios for which egress-selection disruptionsdcoel
Figure 5(a) presents the complementary cumulative d'Stg\'/oided without violating the delay threshold
bution function (CCDF) of the delay ratio for the Abilene '
network. A delay ratio equal to one means that the delay afterA

the failure is the same as the delay in the original networllé
Many of the node failures do not affect the path between Ap between the curves is not as large as for the Abilene
ingress node and a best egress node for a prefix. Therefore,n ENOI‘k. In this case, we optimize TIE for single-link faits
om_it all values that hadgdelay ratio of one. inen that thie li ith a delay thresho’IdZ“ — 3. The ISP network has many
We.'ghts are set according to gquraphlc distance, the deﬁ%re choices of egress points per prefixes than the Abilene
ratio achieved by hot-potato routing represents the Slsta”%etwork. Therefore, the delay to reach the closest egréas po
feasible delay rati.o. Fixed ranki_ng represents the delagaoh o original topolyogy is likely to be very small, and sei
the old egress point a_fterthefa_llure. I_n th|s_plot, we pesee the threshold to three times this delay still gives reastynab
results for TIE optimized for smgle-lml_< failures anﬂ_: 2, ort delays. This network also has more path diversity than
and evaluate the _sc_hemes against smgle-_node failures. ﬁE@Abilene network. In a more diverse graph, it is more {ikel
rgsglts (.)f TIE optimized for single-node failures were V€hat there is still a low-delay path to the initial egressnpoi
similar (in fact most of the values ef and/3 were the same). even after the failure. Contrasting the delay ratio andingut
Despite being optimized for a different set of topologgensitivity of the two networks illustrates that there is ao
changes, TIE still behaves according to the original golt T single policy that fits all networks. Compared to the Abilene
exceeds the delay threshold dfor only 20% of the (i,p,6), network, the ISP network could safely put more emphasis
and hot-potato routing also exceeds the threshold in eachqpf setting thed values, because its rich connectivity makes
these cases. Fixing the ranking of egress points leads ayslelit ynlikely that equipment failures would lead to signifitan
that are higher than the delay achieved by TIE in the majorigﬁanges in the IGP distance between a pair of routers. The

of instances. Whenever the fixed-ranking scheme lies belgc mechanism is flexible enough to accommodate both of
the threshold o2, TIE is below it as well. When the fixed- these networks.

ranking scheme exceeds the threshold, TIE shifts to an £gres
point that is at or below the threshold. This is the reason why|n this section, we assume that the egress set for each
the TIE curve liesbelow the fixed-ranking curve for delay destination prefix is stable when determining the values of
ratios under2. andg. Our evaluation shows that even when the an egress node
Below the threshold of TIE, has higher delay than hot-is removed from the egress set, TIE behaves as expected. We
potato routing in exchange for lower sensitivity values asan extend the formulation of this problem to find solutions
shown in Figure 5(b). This graph plots the CCDF of routinthat are robust to egress-set changes. For instance, we can
sensitivity for all (¢,6) pairs. Fixing the ranking of egressconfigure TIE to react slowly to the announcement of new
points has the lowest sensitivity. In fact, the fixed-ragkinroutes (i.e., additions to the egress set) by setting theegal
scheme has a non-zero sensitivity only when the best egre§sy(-,p,e¢) and (-, p,e¢) to be very high for alle ¢ E(p).
point fails, forcing even this scheme to change to the seconfe can also extend our notion of graph transformatioms
ranked egress point (i.e., the one that was second-closesinalude changes to the egress sets.

Ithough we observe similar behavior in the results for the
rge ISP network (presented in Figures 6(a) and 6(b)), the
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V. TRAFFIC ENGINEERING Link capacity c(t), for £ e L

This section demonstrates the expressiveness of TIE for raffic demand v(i,p)fori € N,p€ P
doing traffic engineering. We propose an optimization peabl ~ Routing matrix R(i,e,f), fori,ee N, Le L
that balances link utilization on the network only by selegt ~ Egress selection b(i,p) € E(p) forie N, pe P
the appropriate egress point for each gaip) (i.e., by setting  Link traffic load t(¢)forte L
the values of3(i, p, €)). This is in contrast with the common  Link utilization u(l) =t(€)/c(€), L € L
practice of optimizing link utilization by either tweakinGP Multicommaodity flow path| 7(i,e,p) C G
link weights or BGP policies. After defining the optimizatio  Decision variable z(i,e,p) € {0,1}
problem and presenting our solution, we evaluate our smiuti  Link congestion penalty | ¢(u(f)), £ € L
by comparing the link utilizations achieved using TIE tottha Objective function =3, ou(®)
using the current network configuration.

TABLE IV

A. Problem Definition: Balancing Link Utilization NOTATION FOR THE TRAFFIGENGINEERING PROBLEM

Traffic engineering—adapting the flow of traffic to the
prevailing network conditions—is a common task that can
be performed in several ways. Traffic engineering considgsenalizes solutions in terms of the load they place on eakh i
a network topology &) with the capacity of each linke(¢)), In our work, we consider the functiap(u(¢)) in Figure 7 that
and the traffic demandsy(i, p) (i.e., the volume of traffic to increasingly penalizes loads as they near or pass the link's
destination prefixp that enters the network at ingress routegapacity. This piecewise-linear function can be expressed
i), as summarized in Table IV. The effects of the IGP weighthe equation
on the intradomain paths can be represented by the routing

matrix R(7,e, ¢), which captures the fraction of traffic from u(), u(¢) €10,1/3)

routeri to routere that traverses link. If the network has one 3-u(l) —2/3, u(e) € [1/3,2/3),

shortest path betweenande, R.(z_, e,t) is one for any linkl g (u(r)) = %8 Zég - 1%%7 Z%; g %ﬁb?{)l?)v 1)

on that path, or zero otherwise; if multiple shortest pattiste 500 - u(f) — 1468/3 u(f) € [1,11/10)

R(i,e,£) may be fractional. The flow of traffic also depends 5000 - u(f) — 16318’/3, u(l) € [171/10, 007)

on the egress sét(p) and the egress poin{i, p) that router

i uses to reach prefip. that was introduced in [19] and used in several other traffic-

Traffic engineering involves tuning the network configuraengineering studies. The network-wide objective functiois
tion to minimize some function of the load on the links. Théhe sum of the link penalties—i.eb = >, ., ¢(u()).
load t(¢) on link ¢ can be determined as follows: Network administrators can minimize the objective functio
by changing the intradomain path&((, e, ¢)), interdomain
routes E(p)), or the egress-point selectioh({, p)). Tuning

1) = Z Y. v(ip) Riel) the IGP link weights (to influence the intradomain paths) and
ieN s e the BGP policies (to influence the interdomain routes) lead
cerEw to NP-complete optimization problems [6-9]. The computa-

and the resulting link utilization is:(¢) = t(¢)/c(¢). The tional intractability of these problems forces the use afle
common approach to traffic engineering is to formulate aearch techniques that repeatedly evaluate parametigsett
optimization problem that minimizes an objective functtbat in the hope of finding a good solution. Although local-search



10

@ ~
3 =)
P

Z x(i,e,p) = 1.

50 / e€E(p)
g / The contribution of the traffic going fromto p to the load on
s / link ¢ is the product of the traffic demandi, p), the routing-
5 matrix elementR(i, e, £), and the decision variable(i, e, p).

The total load on a link is the sum of all the contributions, i.

t0) =>">">" vli,p)- R(i,e, 0) - x(i,e,p).
// i€N pEP ec E(p)

of - == - = - 4 A piecewise-lineamteger-programming formulation for the
ik uization single egress-selection problem is to minimize the objecti
Fig. 7. Piecewise-linear penalty functiai(w(¢)) versus link utilization function® = ZéeL #(u(?)) such that the0, 1)-decision vari-
ablesz (i, e, p) sum tol for each(i, p) pair. Definingo(u(?))
to be a linear variable and applying a standard transfoomati
heuristics often produce good parameter values [9,12], tresults in thdinear integer-programming formulation:
solutions are not optimal and are not guaranteed to have
performance that is close to optimal. In addition, the sohg min2¢(u(£))
require changing the IGP weights or BGP policies, which 27
triggers routing-protocol convergence and leads to teamtsi s.t.
disruptions. In contrast, using TIE to control the egressyp _ . ) .
selections (i, p) leads to a simpler optimization problem that u(t) = (;VPEZPE;( )U(Z’p) R(iel) 'x(l’e’p))/c(é)’ viel,
does not require changes to the routing-protocol configamat ) p_
Since we are simply selecting among existing paths and not > wliep)=1,Vie NpeP,

N w
S S
T

.
15}

the objective functiorb. A solution can be realized by setting
B(i,p,b(i,p)) to a low value, while setting3(i,p,e) to a
high value for alle # b(i,p), and all« values to zero. In  ¢(u(£)) =20, Vi€ L.
contrast to the fixed-ranking scheme in Section 1I-B, wevallo

a router’s ranking of egress points to differ across the yesfi However, in general, this integer multicommodity-flow prob
In practice, we envision solving richer optimization prils e js intractable. Instead, we consider its linear-progréng
that consider robustness to changes in the network topolq@Yaxation obtained by relaxing the integrality constrsin
G, the egress sef8(p), and the traffic demands(, p), which 2(i,e,p) € {0,1} to simply z(i,e,p) > 0. For both net-
would lead to solutions that assign values to betnd5. In \\orks we consider, the CPLEX solver produced solutions
this paper, we focus on fixed topology, egress sets, andctraffjith only integer values o (i, e, p), allowing us to configure
demands, to illustrate how T_IE provides the flexibility nedd o B(i,p,e) values to pick the single egress poiblt, p)
to balance load across the links. for each(i,p) pair. For situations where the solution of the
We formulate the egress-selection problem gm#h-based |jyear-programming relaxation is fractional, applyingimsle
multicommodity-flow problem that accounts for the Const&i e ristic based on randomized rounding can produce a valid
that the routing matmﬁ(i, e, l) imposes on the flow of traffic. egress selection. For each péirp) with fractionalz(i, e, p)
For a router and prefixp, we consider the topology(i,e,p)  yalues, egress point € E(p) is selected with probability
induced by the links! € L for which R(i,e, ) > 0. All ;¢ ) Randomized rounding is repeatedly applied and the

links in the graphr(i,e, p) can be used to route traffic frompact solution found is output by the algorithm.
1 to p through the egress poiate E(p). We call T a path in

the multicommodity-flow formulation. We represent the attu )

routing of the traffic fromi to p by a (0, 1)-decision variable - Evaluation

x(i,e,p), such thatz(i,e,p) = 1 if and only if the path  We evaluate the link utilization achieved by TIE on both the
7(i,e,p) is selected to send traffic fromto p. The choice Abilene and ISP networks. We obtained the network topology
of a path7 determines the egress pointe E(p) selected. G, the egress set§FE(p)}, and the traffic demands(i, p),

For all pairs(i, p), the egress-selection problem requires thas explained in the Appendix. We aggregate all traffic from
a single egress point € E(p) be chosen. We express thisan ingressi to all destination prefixeg that share the same
requirement by the following equation: egress sek(p) to build the ingress to egress set traffic demand

change the configuration of routing protocols, our approach 6EE(§) > D). Ve L
does not trigger routing convergence. ¢(u(t)) = u(f), VL € L,
P(u(f)) = 3-u(f) —2/3, Vi€ L,
B. Solving the Traffic-Engineering Problem with TIE $(u(6)) 210 - u() - 16/3, Vi € L,
Traffi ineeri ith TIE involves assigning ea@h d(u()) > 70 - u(f) —178/3, Vi € L,
airr?o Ignegg:2§56 m:)?m\év'l ) € EI(V) iX awa I?hz:ltgrnina;(migzs ¢(u(l)) > 500 - u(f) — 1468/3, VI € L,
P g Potmte, p P y é(u(€)) > 5000 - u(f) — 16318/3, VI € L,
(
(
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v(i, E) for each unique egress sét For this problem, we with no restrictions on using valid IGP paths. We also want to
use the IGP link weights as configured in each network. Tliempare this solution with that achieved by using othefitraf
CPLEX solver took).1 and1.5 seconds to run on the 196 MHzengineering mechanisms: (i) heuristics for IGP link-weigh
MIPS R10000 processor for the Abilene and ISP networksptimization; (ii) heuristics for setting local-prefe@values
respectively. The current network IGP configuration is set th BGP import policies; and (iii) egress-point optimizatio
achieve good link utilization assuming that the egressesigin where each routef is forced to have a single ranking of
mechanism is hot-potato routing. Therefore, we compare tbgress points across all destination prefixes, as in Selition
utilization achieved using TIE with that achieved by hotgio B. These comparisons will help us understand how much of
routing. the performance benefit of TIE comes from the decoupling
Table V presents the value of the objective functibrior of egress selection from the IGP weights versus the abdity t
both topologies under both egress-selection policies.'sTIExert fine-grain control over the ranking of egress points.
flexibility in balancing load allows us to find an optimal
solution for both networks using the linear-programming r¢y Extensions
laxation. The solution using hot-potato routing4i&% worse

than that found using TIE for the ISP network. Hot-potato € E(p) for each destination prefiy. However, this could

routing has a congestion function close to TIE for the Abi ) _ .
onceivably lead to long propagation delays gelects a far-

lene network. However, even though the Abilene network g it or t BGP undat N
significantly under-utilized, TIE does offer some (adndtye away egress point, orto unnecessary update messages (o

modest) improvements to the objective function. nelghbormg doma!ns. We can _address these_ concerns simply
by removing certain egress points from consideration if the

In this section, we assume that each routean select any

Abilene Network TSP Network have high propagation delay or a BGP route with a different
Hot-potato routing| 0.4513510071 _ 8.990353677 AS path. For instance, egresses whe(€r, i,e) exceeds a
TIE 0.4425879808  5.557480707 threshold could be removed from consideration for router
we could consider only the egress points that have BGP routes
TABLE V with the same AS path. Our solution can also treat destinatio
COMPARISON OF THE NETWORK CONGESTION FUNCTIOR BETWEEN prefixes for sensitive applications (such as VoIP) sephrate
HOT-POTATO ROUTING ANDTIE. For instance, the egress selection for such prefixes canrize do

to minimize sensitivity and delay as discussed in Section IV
. . . L and the demands to these prefixes considered as immutable
Figure 8 shows the ratio of link utilization between hOtbackground load for the traffic-engineering problem
potato routing and TIE, for the ten most heavily-loaded dink The traffic-engineering optimization problem as defined in

gnder hot-potato routing; link numbgr_|s the most ut|I|ze_d this section only considers the utilization of internakin A
link and numbefl_o |s_the tenth most utlllz_e_d. Th_e TIE SOIUtIOnnatural extension is to use TIE tmlance outbound load on
reduces the gtlllzatlon of the most ut|I|zec_Jl link ng.Q%. the edge linksWe can formulate this problem by adding an
AIth.ough.TIE INcreases the Ioaq on some links (a;_ '”u.wat?rtificial node for each destination prefix with each peering
by link 8 in the figure), our solution reduces the utilization o ink connecting to it, and solve it using the same methodplog

two-thirds of the links, and the most utilized link in the TIEpresenteol here. In addition, our traffic-engineering ofat
solution ha26.3% less utilization than the most utilized Iinktion problem Cl.JrrentIy doe’s not set the values cof Tlhis

under hot-potato routing. prevents the egress selection to automatically adapt togesa

in the network topology. We can combine our methodology
for solving the problem presented in Section IV with the
one presented here to find a solution to tbust traffic-
engineeringproblem. In steps 1 and 3(a) in Figure 4, instead
st 1 of identifying the best egress point according to the slsorte
distance, we can achieve robust traffic engineering by setgc
the best egress according to the solution of the path-based
multicommodity-flow problem specified in Section V-B. TIE
can also be configured befopbanned maintenance activities
2t 1 to ensure low link utilizations during the event. In this €as
the topology changé is known in advance, so the network
administrators can compute the optimal egress selectitmein
modified topologyé(G) and adjusta and g to achieve the

0 2 ¢ 6 8 10 desired traffic-engineering goal.

links

Ratio of link utilization for
hot-potato routing over TIE

Fig. 8. Comparison of link utilization with hot-potato ring and TIE. VI. | MPLEMENTATION ISSUES

An AS can deploy the TIE mechanism without changing the
In our ongoing work, we plan to compare the TIE solutiomtradomain or interdomain routing protocols, and withthet
with the loose lower bound achieved by multicommodity floeooperation of other domains. In this section, we first dbscr
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how to ensure that each router can apply TIE independenBy Configuring and Applying TIE in Routers

of other routers in the AS. Next we discuss how to configure Using the TIE mechanism requires configuring the routers
the a a’?d § parameters and how a router app.hes.the Tl ith the values ot and selected by the optimization routine.
mechanism to select a BGP route for each destination pre ther than configuring these values by hand, we envision
Then, we discuss how moving the responsibility for BGP pa}ﬂat a network-management system would cor’mect to each
selection from the routers to separate servers [20, 21] dvm‘l

ke it ible t© imol ¢ TIE sch th uter to set or modify the parameters. Still, configuring a
make It possibie 1o impiement our Tk scheme wi aay large number of values may introduce significant overhead
modification to the decision logic running on the routers.

and delay. In the worst case, each router would need to be
configured with two integer values for every destinatiorfigre
and edge router. For a network with 500 edge routers and
A. Allowing Independent Decisions at Each Node 150,000 destination prefixes, this would require configytim
billion parameters (i.e500-500-2-150, 000), which is clearly

Throughout the paper, we have assumed that each n@gdgessive. Fortunately, a router often has the same values o
applies the TIE mechanism to select a single best route frc&nandﬁ across many destination prefixes and egress points.
the set of equally-good BGP routes chosen by the bordgf capitalize on this observation, the TIE mechanism could
routers. In a network with a “full mesh” internal BGP (iIBGP)have default values of = 1 and 3 = 0 (corresponding to
configuration, each router learns these routes_directlpn fronot-potato routing) for each prefix, allowing the managemen
the border routers. However, large networks typically @wpl system to specify only the parameters that differ from these
route reflectors to overcome the scaling problems of having g5jues. For example, in Section IV only 10% of thevalues
iIBGP session for each pair of routers. A route reflector rujgsre non-zero for the tier-1 ISP backbone, which would
the BGP decision process and propagates a single best reyigce the configuration overhead by an order of magnitude.
to its clients; as a result, the clients may choose a differen o qther way to reduce the overhead is to assigand 3

best r(;;te than they would with all of the options at theit; 5 coarser granularity than individual routers and datitn
disposal. In a network with route reflectors, we recommenfl.ofives For example, the parameters could be defined for

applying the TIE mechanism only on the route reflectors §,pg rather than routers, particularly if TIE is impleneeht

allow decisions based on a complete view of the BGP routegy\y at the route reflector(s) in each PoP. If the 500-router
The client routers (e.g., other routers in the same PoP)Woyarwork has (say}5 PoPs, the number of parameters would
inherit the choice made by their common route reflector. Th(ifrop by a factor oft00 (i.e., 25 PoPs would be configured with
has the added advantage that only the route reflectors woylig parameters per prefix far5 egress PoPs). In addition,
need to be upgraded to implement the TIE mechanism.  he parameters could be based on the destination AS (i.e.,
The TIE mechanism also relies on the underlying netwokke origin AS that initially announced the BGP route), rathe
to forward data packets from the ingress router to the chos@@n the destination prefix. If the Internet has (say) 20,000
egress point. However, the routers along the forwarding paiSes andl50, 000 prefixes, this would reduce the number of
do not necessarily select the same egress point, dependinggrameters by an additional factor af. Together, these two
how their o and 5 parameters are configured. This problergptimizations would reduce the number of parameters by a
does not arise in hot-potato routing because each routtselfactor of 3000, from 75 billion down to 25 million across all
the closest egress point, which ensures that the routeng algnhe routers in the network, which seems acceptable paatigul
the shortest path have chosen the same egress point. Rathle management system need only specify exceptions to the
than constraining the way and are set on different routers, default o« and 3 values. Further reductions can be achieved
we advocate that the network employ some form of lightweight; associatingy and 3 values with the next-hop AS or other
tunneling to direct traffic over the shortest IGP path(s)rfro rgute attributes.
the ingress point to the egress point. For example, the $8gre \when o and 3 are not associated directly with particular
router could encapsulate each data packet in an IP packgifixes and egress routers, the ingress router needs soyne wa
where the destination corresponds to the chosen egress.ro$ know which parameters to use in selecting selecting a BGP
Alternatively, the network may employ MPLS [15,16] toygyte for a prefix. The BGRommunityattribute [25] provides
create label-switched paths (LSPs) between all ingres=sseg g effective way to communicate which parameters should be
pairs, as discussed earlier in Section II-B. Tunneling IEke& sed. For example, the border routers could be configured to
over the underlying IGP paths is a common usage of MPLg§qy each BGP advertisement with a unigue community value
since it obviates the need for interior routers to speak BGP @5t identifies the PoP. Another community could be used to
have a large forwarding table, while also allowing the netwoidemify the origin AS or next-hop AS associated with the
to forward VPN and non-IP traffic. advertisement. Upon receiving these tagged routes vienilte
BGP (iBGP), a router can use these community values to index
3The way route reflectors affect the BGP decisions of theémtdi leads to into a table that stores the and 3 value$.

a variety of operational problems, such as protocol osichaand forwarding Once the router knows which and 3 values to use, the
loops [22—-24]. An appealing way to avoid these problems lewvtetaining !
most of the scalability advantages, is to have the routectefie forward

all of the equally-good BGP routes to their clients [23]. Thib@mcement to 4Using BGP communities in this way is quite common. For exampl
route reflectors would allow each router in the AS to applyTHe mechanism policy-based accounting uses community attributes toraéte which pre-
based on a complete view of the egress set for each destiratidix. fixes should have their traffic measured together by a singlmter [26].
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router can compute the metrie based on these parameters Optimizing egress-point selectionPrevious research con-
and the IGP distance to the egress router. Rather than agphsidered an optimization problem similar to the one we saidie
the traditional IGP tie-breaking step, the router can im@gat in Section V. The work in [31] focused on selecting egress
a modified BGP decision process that usesrthmetric to se- points such that traffic loads do not exceed the egress-point
lect the route with the most-preferred egress point. Ultelya capacities, with the secondary objective of minimizingtibtel
the TIE mechanism requires only a change in one step diftance traveled by the traffic. In contrast, we formulate a
the BGP decision process implemented on the routers, ratbptimization problem that minimizes congestion over th&di
than any protocol modifications. We note that router vendars the network, using the objective function used in earlier
already provide features that allow network administmtor traffic-engineering studies [19].
modify the operation of the BGP decision process [27], which Multi-homing: In recent years, an increasing number of
significantly reduces the barrier to deploying TIE. stub ASes, such as large enterprise and campus networks,
connect to multiple upstream providers for improved reli-
ability and flexibility. In response, several research msid
have considered how these networks should balance load over
Rather than modifying the BGP decision process impléhe multiple access links [32,33]. However, our problem is
mented on the routers, an AS could move the entire respordiferent because we focus on networks where each destinati
bility for BGP path selection to a separate software platfor prefix has a (possibly different) set of egress points, aed th
as proposed in [20,21]. In this setting, dedicated servarkoice of egress point affects the load on limksidethe AS.
receive the eBGP advertisements and run decision logic tdnter-AS negotiation: Other research has considered how
select BGP routes on behalf of the routers in the AS. Tlepair of neighboring ASes could coordinate to select egress
servers use iBGP sessions to send each router a customjz@dts in a mutually advantageous manner [34,35]. Where
routing decision for each prefix, essentially overriding ththese papers focus on the negotiation process, and on the
influence of the BGP decision process running on the routeir®portant question of what information the ASes should
These servers could implement the TIE mechanism fexchange, we propose a tunable mechanism for selecting the
selecting the routes in real time, and might also run thenaffli egress points and a way for each AS to determine its preferred
optimization routines that set the and 3 parameters; this egress points based on network-wide objectives.
would allow the parameters to exist only on the serversgrath
than in the routers or other management systems. Even though VIIl. CONCLUSION
the servers could conceivably implement any decision |ogic IP networks are under increasing pressure to provide pre-
in practice they need some separation of functionality betw dictable communication performance for applications sagh
the real-time adaptation to network events and the lorggan-t voice over IP, interactive gaming, and commercial trarisast
optimization of the path-selection process based on n&twoiThese applications are sensitive to both transient dignupt
wide goals. TIE provides a way to achieve that separation.(i.e., during routing changes) and persistent congesiien (
when the routing does not match the prevailing traffic). In
this paper, we propose a new mechanism for selecting egress
points that satisfies both requirements. TIE avoids theugisr
Our work relates to several ongoing threads of researchtions caused by hot-potato routing changes while supgprtin
Internet routing: diverse network-wide objectives such as traffic enginegerin
Hot-potato disruptions: Measurement studies have showand maintenance planning.
that hot-potato routing changes can lead to long conver-TIE is simple enough for routers to adapt in real time
gence delays, large shifts in traffic, and external BGP ngutito network events, and yet is much more amenable to opti-
changes [2, 3]. Subsequent work proposed metrics of netwankzation than today’s routing protocols. In addition, TIEnc
sensitivity to internal changes to assist network admmaists be deployed in an AS without changing the intradomain or
in minimizing hot-potato disruptions [18]. Rather thanimy interdomain routing protocols, and without the cooperatid
control disruptions using routing protocols as they arengefi other domains. Our experiments for two network-management
today, we redesign the boundary between the two tiers of theblems, using data from two backbone networks, demon-
routing system to achieve a broader set of traffic-engingeristrate the effectiveness of our new mechanism and the ease of
goals (including minimizing disruptions). applying conventional optimization techniques to deteemi
Traffic engineering: Research on traffic engineering hashe best settings for the tunable parameters.
shown how to tune the configuration of IGP link weights [7—
9,28-30] and BGP policies [10,11] to the prevailing traffic. APPENDIX
However, the resulting optimization problems are NP com- In Sections IV and V, we evaluate TIE on data from
plete, forcing the use of local-search techniques. Findingtwo operational networks. In this appendix, we present our
good setting of the configurable parameters is especially dinethodology for obtaining the input data—the internal {fepo
ficult when routing must be robust to equipment failures [125gy, the egress sets, and the traffic demands—from passive
14]. Instead, we designed TIE with optimization in mindmeasurements. Since routers in the same Point-of-Presence
allowing the direct application of effective techniquesisu (PoP) essentially act as one larger node, we model the tgpolo
as integer programming and multicommaodity flow. of both networks at the PoP level.

C. Applying TIE in a Separate Path-Selection Platform
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