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Evaluating the Impact of Stale Link State on
Quality-of-Service Routing

Anees Shaikh, Jennifer Rexford, and Kang G. Shin

Abstract— Quality-of-service (QoS) routing satisfies application prfor-
mance requirements and optimizes network resource usage bselecting
paths based on connection traffic parameters and link load iformation.
However, distributing link state imposes significant bandvidth and pro-
cessing overhead on the network. This paper investigates elperformance
trade-off between protocol overhead and the quality of the outing decisions
in the context of the source-directed, link-state routing potocols proposed
for IP and ATM networks. We construct a detailed model of QoS out-
ing that parameterizes the path-selection algorithm, linkcost function, and
link-state update policy. Through extensive simulation egeriments with
several network topologies and traffic patterns, we uncovethe effects of
stale link-state information and random fluctuations in traffic load on the
routing and set-up overheads. We then investigate how inaacacy of link-
state information interacts with the size and connectivityof the underlying
topology. Finally, we show that tuning the coarseness of tHank-cost metric
to the inaccuracy of underlying link-state information reduces the compu-
tational complexity of the path-selection algorithm withaut significantly de-
grading performance. This work confirms and extends earlierstudies, and
offers new insights for designing efficient quality-of-sevice routing policies
in large networks.

Index Terms-quality-of-service, source-directed routing, explicitrout-
ing, signaling, link-state, modeling

I. INTRODUCTION

routing protocol for distributing topology and load infoation
throughout the network, and a signalling protocol for pssee
ing and forwarding connection-establishment requests tiee
source. Similarly, proposed QoS extensions to the OpentShor
est Path First (OSPF) protocol include an “explicit routing
mechanism for source-directed IP routing [5, 6]. During@es

of transient overload, link failure, or general congestithrese
schemes are able to find QoS paths for more flows. However,
QoS routing protocols can impose a significant bandwidth and
processing load on the network, since each switch must main-
tain its own view of the available link resources, distriblihk-
state information to other switches, and compute and éskabl
routes for new connections. To improve the scalability efstn
protocols in large networks, switches and links can be assig

to smaller peer groups or areas that exchange detailedtatk-
information.

Despite the apparent complexity of QoS routing, these path-
selection and admission control frameworks offer netwagk d
signers a considerable amount of latitude in limiting oeeds.
Computational overhead depends on the complexity of thie rou

The migration to integrated networks for voice, data, ariflg algorithm and the frequency of route computation, whasre

multimedia applications introduces new challenges in supp protocol overhead depends on the frequency of link-state up
ing predictable communication performance. To accomnedaiate messages. Link-state information can be propagatad in
diverse traffic characteristics and quality-of-servic@8p re- periodic fashion or in response to a significant change in the
quirements, these emerging networks can employ a varietyliok-state metric (e.g., utilization). For example, a limay ad-
mechanisms to control access to shared link, buffer, and pxertise its available bandwidth metric whenever it chariges
cessing resources. These mechanisms include traffic ghapitore than10% since the previous update message; triggering
and flow control to regulate an individual traffic stream, adlw an update based on a change in available capacity ensutes tha
as link scheduling and buffer management to coordinate e network has progressively more accurate informatidheas
source sharing at the packet or cell level. Complementiagegh link becomes congested. In addition, imposing a minimunetim
lower-level mechanisms, routing and signalling protoaus- between update messages avoids overloading the netwardk ban
trol network dynamics by directing traffic at the flow or conwidth and processing resources during rapid fluctuatiofiakn
nection level. QoS routing selects a path for each flow or cobandwidth. However, large periods and coarse triggerdtresu
nection to satisfy diverse performance requirements atid opn stale link-state information, which can cause a switckdo
mize resource usage [1-3]. However, to support high threudbct a suboptimal route or a route that cannot accommodate th
put and low delay in establishing connections in large neta/0 new connection. Tuning the frequency of link-state update-m
the path-selection scheme should not consume excesside baages requires a careful understanding of the trade-offamet
width, memory, and processing resources. network overheads and the accuracy of routing decisions.

In this paper, we investigate the fundamental trade-off be- several recent studies consider the effects of stale oseoar
tween these resource requirements and the quality of thi®gou grained information on the performance of QoS routing algo-
decisions. We focus on link-state routing algorithms whbee ithms. For example, analytical models have been developed
source switch or router selects.a path based on the connecti9 evaluate routing in hierarchical networks where a switab
traffic parameters and the available resources in the nktwofmited information about thaggregateresources available in
For example, the ATM Forum's PNNI standard [4] defines giher peer groups or areas [7]. To characterize the efféstale
information, comparisons of different QoS-routing algjoms
have included simulation experiments that vary the lirdtest
update period [8-10], while other work considers a comlbdmat
of periodic and triggered updates [11]. In particular, therkv
in [12] evaluates several variants of triggered updatepleau
with hold-down timers for three small topologies. However,
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these studies have not included a detailed evaluation ofthew simulation model, Section Il examines the effects of pdido
update policies interact with realistic traffic parametamd the and triggered link-state updates on the performance and ove
key properties of the underlying network topology. Finaligw heads of QoS routing. The experiments in Section IV evaluate
routing algorithms have been proposed that reduce conipuitatseveral different topologies to explore the impact of inmate
and memory overheads by basing path selection on a smallisédrmation on the network’s ability to exploit the presenuf
of discrete bandwidth levels [6, 10]. These algorithms edsir multiple short routes between each pair of switches. Seatio
the trade-off between the granularity of the link-state nmet studies the impact of stale load information on the choidm&f
and computational complexity. However, earlier studiesidb metrics for selecting minimum-cost routes for new conrei
consider how the coarse-grain metrics interact with outlate  Section VI concludes the paper with a summary of our findings
link-state information. and guidelines for tuning link-state update policies ank-iost

In this paper, we investigate these performance issuesdghro metrics for QoS routing in large backbone networks.
a systematic study of the scaling characteristics of Qo8mgu
in large backbone networks. In contrast to recent simulatio Il. ROUTING AND SIGNALING MODEL
studies that compare different routing algorithms undecijc
network configurations [8-11, 13-17], we focus on the if&rp
between link-state update policies, traffic patterns, astd/ork
topology. Our contributions include:
« Routing vs. set-up failures: In evaluating the connection
blocking probability, we draw an important distinction Wween
routing failures andset-upfailures. A routing failure occurs
when the source switch cannot compute a feasible path for
new connection. In contrast, a set-up failure occurs when t
source selects a seemingly feasible path that ultimateipata
support the new connection. Set-up failures incur extralmexd
to reserve resources along the path. Our experiments#test
how the frequency of routing and set-up failures dependseen p Since predictable communication performance relies on hav
riodic and triggered link-state updates. ing some sort of throughput guarantee, our routing modelwvie
« Traffic and topology: The performance of QoS routing de-bandwidth as the primary traffic metric for defining both ap-
pends on the traffic patterns and the underlying networkltop@lication QoS and network resources. Although applicatéen
ogy. Drawing on recent work on traffic characterization, wauirements and network load may be characterized by several
consider how bursty connection arrivals and highly-vagabother dynamic parameters, including delay and loss, Irdéa
connection durations interact with link-state updategedi. In  ployments of QoS routing are likely to focus simply on band-
addition, we study how the benefits of having a rich netwoikidth to reduce algorithmic complexity. Hence, our model ex
topology vary with the staleness of the link-state inforimrat Presses a connection’s performance requirements withgéesin
The study of network topology draws on parameterized mod¢igrameteb. Depending on the admission control polibynay
of random graphs and regular graphs, as well as an examplé&jiresent a peak or average bandwidth of the connection, or
a real backbone topology. some other estimate of the necessary bandwidth allocation.
« Granularity of link-state metrics: Limiting the granularity practice, the end-host application may explicitly signalre-
of link-state metrics reduces the computational overheathe quired bandwidth, or network routers can detect a flow of re-
routing algorithm, at the risk of higher blocking probatidés. lated packets and originate a signaling request. Eachi lids
We present a detailed comparison of routing performance wgpacity ?; and reserved bandwidth < R; that cannot be
der a range of granularities for the link-state metrics. e allocated to new connections. Consequently, a switchls lin
periments focus on how out-of-date link-state informaiimn ~ State database stores (possibly stale) informatjoabout the
pacts the relative performance of coarse-grain link-shagd- reserved bandwidth for each lirikn order to compute suitable
rics. These results demonstrate how to reduce the compuati routes for new connections. Each link also has a co@gt) that
complexity of the routing algorithm without sacrificing per  depends on the reserved bandwidth.
mance. A path P consists of a set of links from the source switch to

In Section II, we construct a detailed model of QoS routinthe destination switch. Although networks can employ a wide
that parameterizes the path-selection algorithm, link-fonc- variety of QoS routing strategies, previous comparativel-st
tion, and link-state update policy, based on the PNNI stahddes have demonstrated that algorithms with a strong pnefere
and proposed QoS extensions to OSPF, as well as the resfdtsninimum-hop routes almost always outperform algorishm
of previous performance studies. Since the complexity ef thhat do not consider path length [9,13,15,17,18]. For exam-
routing model precludes a closed-form analytic expressi@n ple, the “widest shortest path” heuristic selects a path it
present a simulation-based study that uncovers the efééctsminimum number of hops, breaking ties by selecting the path
stale link-state information on network dynamics. To effitly with most available bandwidth (i.e., the shortest path lit
evaluate a diverse collection of network configurationshaee maximum value ofmin,cp{R; — r;}). Favoring wide paths
developed a connection-level event-driven simulator timat increases the likelihood of successfully routing the nennee-
its the computational overheads of evaluating the routigg-a tion. Similarly, the network could select the minimum-haitp
rithm in large networks with stale information. Based orsthiwith the smallest total load (minimum value ®t,_  r;/R;) to

Our study evaluates a parameterized model of QoS routing,
where routes depend on connection throughput requirements
and the available bandwidth in the network. When a new con-
nection arrives, the source switch computes a minimum-hop
path that can support the throughput requirement, usinguthe
of link costs to choose among feasible paths of equal lefAgth.
%rovide every switch with a recent view of network load, link
Hl?ormation is distributed in a periodic fashion or in reape to
a significant change in the available capacity.

A. Route Computation
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balance network utilization. In contrast, non-minimalting for example, results in a routing policy in which all linksttvi
algorithms, such as shortest widest path, often seleatitiies less tharb0% utilization look the same with regard to cost.
routes that consume additional network resources at thenmep  We represent link cost with’ discrete values:

of future connections, which may be unable to locate a féasib @
. . . . T
route. Biasing toward shortest-path routes is particylattrac- KRT- - Umin) (O = 1)} +1
tive in a large, distributed network, since path length igla+ ¢ = C rif Ri > tmin
tively stable metric, compared with dynamic measuremehts o 1/C otherwise,

link delay or loss rate.

In our model, the source selects a route based on the bangi@ll values ol limit the computational and storage require-
width requiremend and the destination node in three steps; Ments of the shortest-path computation [6, 10, 22]. However
1. (Optionally) Prune infeasible links (i.e., linksvith . + b > COarse-grain link-cost information can degrade perforady
R) limiting the routing algorithm’s ability to distinguish beeen

2. Compute shortest (minimum-hop) paths amongst the remallfﬂks_ with o_lif_ferent available resources, tho_ugh the pmqeof
ing links multiple minimum-cost routes provides efficient opportigs

i - to balance load through alternate routing. Relatively $
3. Extract a route with the minimum total cdst,.  c; g g y anagh

This process effectively computes a “chea est—shortegfzrithmS haveO(L + C'N') complexity [19], while more com-
. p ) Y P ; P . 8icated approaches offer a further reduction in comporteai
feasible” path or a “cheapest-shortest” path, depending 0n

whether or not the pruning step is enabled. By pruning ar(]:)(/)mplexny [20]

infeasible links (subject to stale information), the s@uper- C. Connection Signaling
forms a preliminary form of admission control to avoid séieg
a route that cannot support the new connection. Iivanode
network with L links, pruning hasD(L) computational com-
plexity and produces a sparser graph consisting entirelgasf

sible links. Then, the switch can employ the Dijkstra sheirte

path tree algorithm [19] to compute the shortest path with ﬂPgmcularly when the network is heawly-loadeql. When & fea
smallest total cost The Dijkstra shortest-path calculation ha‘[g.Ib le r_oute cannot be_ computed, the source rejects the conne
O(L log N) complexity when implemented with a binary heap lon W|j[houttry|rjg to S'gnal the connecpon through thenmmk
Although advanced data structures can reduce the average %Hjlle I_mk—state mformauon_may contribute to thasetmg fail-
worst-case complexity [20], the shortest-path computasil ures since the source may incorrectly prune a link that could ac-

incurs significant overhead in large networks. Extracting ttl:{ah”y suhptr;]ort the nevc\j/ <:tonn§ct|ort1h(l|.i.,btheflz|hk ga?rtl? < f?l'
route introduces complexity in proportion to the path léngt altnough the source determines that b > ). Routing fail-
ures do not occur when pruning is disabled. In the absence of

When a new connection request arrives, the source switch ap-
plies the three-step routing algorithm to select a suitalald.
However, the optional step of pruning the (seemingly) iafea
ble links may actually disconnect the source and the degima

B. Link-Cost Metrics a routing failure, the source initiates hop-by-hop sigmalto
' reserve bandwidth on each link in the route.
The routing algorithm uses link cost metrigs;} to distin-  As the signaling message traverses the selected path, each

guish between paths of the same length. Previous studies stigitch performs an admission test to check that the link can
gest several possible forms for the path metric, including ef  actually support the connection. If the link has sufficies r
link utilizations, maximum available bandwidth, or sum bét sources, the switch reserves bandwidth on behalf of the new
link delays. Defining the path cost as the sum of link utii@at connection (i.e.x; = r; + b) before forwarding the set-up mes-
reduces connection blocking probability and results i fesite  sage to the next link in the route. Once the bandwidth ressurc
oscillation by adapting slowly to changes in network loa8][1 are reserved on each link in the route, the network admits the
Other studies have shown that assigning each link a cost teahnection, committing bandwidthon each link in the path

is exponential in its current utilization results in optinbéock-  for the duration of the call. However,set-up failureoccurs if

ing probability [21]. For a general model of link cost, we ema link does not have enough resources available when the set-
ploy a function that grows exponentially in the link utiltzzn  up message arrives. Stale link-state information cortesbto

(ci o (r/ R;)®), where the exponent controls how expensive theseset-up failuressince the absence of sufficient resources is
heavily-loaded links look relative to lightly-loaded liskAn ex-  discovered only during the call set-up process. By blockim
ponent ofa = 0 reduces to load-independent routing, whereafections inside the network, set-up failures consume eicg
large values oty favor the widest shortest paths (selecting theesources and delay the establishment of other connections
shortest-path route that maximizes the available bantivadt addition, a failed connection temporarily holds resouehe

the bottleneck link). We define the parametgy;, to be the upstream links, which may block other connections in the in-
minimum-cost utilization level; any link utilization beAou.,in  terim. In contrast, routing failures are purely local andrad

is considered to have the minimum cost. Setting, = 0.5, consume any resources beyond the processing capacity at the

1 i indle i ion of Diikstra’s aldorithmeisfficient f source switch.
n practice, a single invocation of Dijkstra’s algorithmsisfficient for com- . ,
puting the shortest path (in terms of hop count) with the minh total cost (in To deploy QoS routing with reasonable network overheads,

terms of link costs:;). In a network withV switches and < ¢; < 1, the link  the delays for propagating and processing these set-umgess

weightsw; = N + ¢; ensure that paths with links always appear cheaper myst be much smaller than the link-state update periods and
than paths withh + 1 links. In particular,h-hop routes have a maximum cost . d . | . h . d
of k(N =+ 1), while any(h + 1)-hop route has a cost that excedéis+ 1) N, connection durations. In assuming that propagation ané pro

whereh < N. cessing delays are negligible, our model focuses on thegpyim
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TABLE |

effects of stale link-state information on establishinghrwec-
TOPOLOGIES USED IN EXPERIMENTS

tions for the long-lived traffic flows. Finally, we model at sto
one attempt to signal a connection. Although we do not eval-
uate alternate routing (or crankback) after a set-up fajlthre

connection blocking probability provides an estimate effite- Topology | Nodes | Links | Degree| Diam. | Avg. path
quency of crankback operations. In practice, a “blocked” re length
quest may be repeated at a lower QoS level, or the network m;@andom 100 492 4.92 6 3.03
carry the offered traffic on a preprovisioned static route. MClI 19 64 3.37 4 2.34
Regular 125 750 6 6 3.63

D. Link-State Update Policies

Every switch has accurate information about the utilizatio

and cost of its own outgoing links, and potentially stal@mia- - yaic patterns. The constantly changing and decentchlize
tion about the other links in the network. To extend beyormd th ;1o of current networks (in particular, the Internet) fesin a

periodic link-state update policies evaluated in previpeor- 0 ynderstanding of these characteristics and makegcudti
mance studies [8-10, 13], we consider a three-parameteglmog yefine a “typical” configuration [24]. In addition, conelu

that applies to the routing protocols in PNNI and the proflosgjong ahout algorithm or protocol performance may vary dra-
QoS extensions to OSPF. In particular, the model includeg-a t matically with the underlying network model. For example,

ger that responds to significant changes in available battdwi .o ,qom graphs can result in unrealistically long paths betw
well-known” topologies may show ef

a hold-down timer that enforces a minimum spacing betweeg5in pairs of nodes, “

updates, and a refresh period that provides an upper bounte@fys that are unique to particular configurations, and lezgu
the time between updates. 'I_'he link state is the available I'Braphs may hide important effects of heterogeneity and non-
bandwidth, beyond the capacity already reserved for ote&-Q | iformity [25]. Consequently, our simulation experimeoon-
routed traffic (i.e.,R; — ;). This is in contrast to traditional giger 4 range of network topologies with differences in impo
best-effort routing protocols (e.g., OSPF) in which Up8&8- (4t parameters such as average path length, number of equal
sentially convey only topology information. We do not assmpq 5 naths between nodes, and network diameter. We comment

or model, any particular technique for distributing thifoima- . simijarities and differences between the performareeds
tion in the network; two possibilities are flooding (as in PNNi, aach configuration.

and OSPF) or broadcasting via a spanning tree. :
I . . As our study focuses on backbone networks, we consider
The periodic update messages provide a refresh of the I|pk

utilization information, without regard to changes in thai& opologies with relatively high connectivity, an increagly
. . . - common feature of core backbone networks that support &dens
able capacity. Still, the predictable nature of periodic u : . o . .
T T . raffic matrix (with significant traffic between most pairsooire
dates simplifies the provisioning of processor and bandwigit > . . )
, . . nodes) and are resilient to link failures. Since our studyfes
sources for the exchange of link-state information. To pnev

synchronization of update messages for diferentiniaheak 2oty S0 TR L ROV O B TEE B ERT
introduces a small random component to the generation ef sge gle .
. o . system. As such, the model does not include the edge links
cessive updates [23]. In addition to the refresh periodiribdel . . : . .
. L . connecting to neighboring domains. Each node can be viewed
generates updates upon detection of a significant change

. L as a single switch that sends and receives traffic for one or
the available capacity since the last update message, where . : .
more sources and carries traffic to and from other switches or

I — i routers. Since we focus on a single domain, we do not incor-
A= R — porate recently-developed models of interdomain topo[@gy
! 27].

These changes in link state stem from the reservation éeJea We study a “well-known” core topology (an early represen-
of link bandwidth during connection establishment (teranin tation of the MCI backbone that has appeared in other routing
tion). By updating link load information in response to arhe  studies [9, 10, 12]). In addition, we evaluate both randoapbs
in available bandwidth, triggered updates respond to ﬂma|tgenerated using [28]) and regular topologies in order ty va
changes in utilization as the link nears capacity, whenitile | important parameters like size and node degree in a caeroll
may become incapable of supporting new connections. Sifashion. Most of our graphs show results for the MCI and ran-
ilarly, connections terminating on a heavily-loaded limtro-  dom topologies, though in Section IV we use a set of regular
duce a large relative change in available bandwidth, whést g graphs with different degrees of connectivity to evaluhteef-
erates an update message even for very large trigger thdsshdects of having multiple shortest-path routes betweenspaiir
In contrast to periodic updates, though, triggered messe@®- nodes. The MCI and random graphs in general have relatively
plicate the provisioning of network resources since rapictél-  few (if any) multiple equal-hop paths between nodes butgath
ations in available capacity can generate a large numbenof | are shorter in the smaller MCI topology. The regular topglog
state updates, unless a reasonable hold-down timer is used. has significantly more equal-hop paths at the expense ofipavi
, more links and, consequently, higher link-state updateiblis
E. Network and Traffic Model tion overhead. Table | lists the pertinent characteristiicthe

A key challenge in studying protocol behavior in wide-aretopologies used in our experiments. We further assumettieat t
networks lies in how to represent the underlying topologg arinks have uniform capacity (i.e., R, = R for all 7). In ad-
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dition, the topology remains fixed throughout each simatati o1l eeb-(04% |
experiment; that is, we do not model the effects of link fagh PO

Each node generates connection requests according to-a Pois
son process with ratg, with uniform random selection of des-
tination nodes. This results in a uniform traffic patternhe t
regular graphs, and a non-uniform pattern on the MCI and ran-
dom topologies, allowing us to compare QoS routing to static
shortest-path routing under balanced and unbalanced.ldads
addition, we consider the effect of bursty arrivals whenerex-
tion interarrival times follow a Weibull distribution [29]We
model connection durations using a Pareto distributiorh wit
shape parameter = 2.5 to capture the long-tailed nature
of connection duratiofs[30] while still producing a distribu-
tion with finite variance making it possible to gain suffidien
confidence in the simulation results. For comparison we also

0.12 b — — -no pruning

o
o

I
o
®

b
o
>

Connection blocking probability

0.04

0.02

conducted experiments with exponentially distributechtions. 0 10 A ik stoe up datg"perio g (Slfnit time)eo 7 80
We denote the mean duration &s Connection bandwidths ) _ _

are uniformly-distributed within an interval with a spreaiobut . (@) Conhectlon b!ockmg V?- update Penod

the meanb. For instance, call bandwidths may have a mean . eb 04

of 5% of link capacity with a spread 0200%, resulting in 009 | = mb-(0.6% 1
b ~ U(0.0,0.1R]. Most of the simulation experiments focus (0, 10%

Il
o
®

on mean bandwidths froB+5% of link capacity. Smaller band-
width values, albeit perhaps more realistic, would resukx-
tremely low blocking probabilities, making it almost im@bs

ble to complete the wide range of simulation experiments in a
reasonable time; instead, the experiments consider hoefthe
fects of link-state staleness scale with tigarameter to project
the performance for low-bandwidth connections. With a con-
nection arrival rate\ at each of N switches, the offered net- 003 |
work load isp = AN/¢bh/LR, whereh is the mean distance
(in number of hops) between nodes, averaged across allesourc
destination pairs. Additional details on the simulationtinoel- 001 5
ology are available in [31].

=3
o
N
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=

Set-up failures

Blocking probability

4 6
Link—state update period (unit time)
I11. LINK-STATE UPDATE POLICIES

. , ) i (b) Routing and set-up failures (with pruning)
The initial simulation experiments focus on the effectsrof i

accurate “nk'State. information O.n the Performanc_e and'O\/(ftig. 1. Staleness due to periodic updatestn (a) we show that the blocking
heads of QoS routing by evaluating periodic and triggered up probability grows rapidly as the link-state update periooves for several
dates in isolation. With a periodic update policy, Iargei-per ranges of requested bandwidth; the dashed lines indicatpeatformance

. . . h . when pruning is disabled. In (b) we focus on small periodsranting with
Od? Sl,JbStantla”y Inlcrease connegtlon blocking, UItm'yabe_t' pruning to show that the blocking is dominated by set-ufes after only
weighing the benefits of QoS routing. In contrast, experitfien a small increase in the period. Both graphs show resultshierandom
with triggered updates show that coarse-grain triggersa@o n topology withA =1, o = 1, andp = .75. The mean connection durations
have a significant impact on the overall blocking probapikit- are fgg%eﬁﬁfe]fo“" and 24.4 for the mean bandwidths 2% 4%8and
though larger triggers shift the type of blocking from raogfi ' '
failures to more expensive set-up failures.

infeasible links. We vary the update periods from almost-con

A. Periodic Link-State Updates tinuous updates to very long periods200 times (graphs show
up to 80 times) the average connection interarrival timee Du
% their higher resource requirements, the high-bandwidti
nections experience a larger blocking probability thanltie

The connection blocking probability increases as a fumcti
of the link-state update period, as shown in Figure 1(a).&he

periment evaluates three bandwidth ranges on the randmhto%andwidth connections across the range of link-state epdat

ogy with an offered load op = 0.75; the connection arrival rates. The blocking probability for high-bandwidth contieas,

rate remains fixed ak = 1, while the Pareto scale Parames niie higher, does not appear to grow more steeply as a func-
ter, 3, is used to adjust the mean holding time to keep lo gner, bp g Ply

d Lo .
constant across the three configurations. For comparilaen,atIon of the update period; instead, the three sets of cuareain

graph shows results with and without pruning of (seeminglr ughly equidistant e}crc.)ss the range of upda_te periods.
runing vs. not pruning: In general, pruning improves the ef-

2We use a standard form of the Pareto distribution with shaparpetera, fect_lveness of QOS routing l_Jnder sma!l FO moderate load by al
scale paramete#, and cumulative distribution functioR'y (z) = 1 — (8/z)¢.  lowing connections to consider nonminimal routes. Howgver
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Fig. 2. Blocking for varying arrival burstiness : Burstiness is increased with Fig. 3. Blocking for different duration distributions : The mean duration
a smaller Weibull shape parameter, Simulation parameters are the same s fixed at¢ = 40, and we compare exponentially distributed connection
as in Figure 1(a). durations to a long-tailed Pareto distribution. The atriede A\ varies to
keep offered load fixed g¢ = 0.75 in the random topology, witlh ~
(0,.06], « = 1, and pruning enabled.

stale link-state information reduces the effectivenegsahing,

as shown in Figure 1(a). Initially, the “pruning” curves Baa destination. We see that routing failures occur only withyve
lower blocking probability than the “no pruning” curves;ito accurate information since the source learns about lirdaisif
ever, the curves cross as the link-state update perioddsese bility very quickly. When link state can fluctuate signifi¢n
With out-of-date information, the source may incorrectivipe  between updates the source is virtually certain to find atlea
a feasible link, causing a connection to follow a nonminim@ne seemingly feasible path, thus avoiding a routing failur
route when a minimal route is available. Hence, the staknes ynder large update periods, relative to the arrival rates an
of the link-state information narrows the range of offeredds holding times, the links can experience dramatic fluctuestio
where pruning is effective. Even with accurate link-stafei-  |ink state between successive update messages. Suchdiek-s
mation, pruning degrades performance under heavy loae sifigpping has been observed in packet routing networks [33],
nonminimal routes consume extra link capacity at the expenghere path selection can vary on a packet-by-packet bawis; t
of other connections. The network can control the negative isgme phenomenon occurs here since the link-state update pe-
fluence of nonminimal routes by limiting the number of extrgod is large relative to the connection interarrival anddig
hops a connection can travel, or reserving a portion of & rtimes. When an update message indicates that a link has low
sources to connections on minimal routes. To address s&gentjlization, the rest of the network reacts by routing moed-t
more directly, the pruning policy could be more consenetiv  fic to the link. Blocking remains low during this intervalpsie
more liberal in removing links to balance the trade-off b&#w most connections can be admitted. However, once the link be-
minimal and nonminimal routes [32]. comes saturated, connections continue to arrive and age onl
Route flapping: Although QoS routing performs well for small admitted if other connections terminate. Blocking staya-re
link-state update periods (significantly outperformingtist tively constant during this interval as connections conme:gm
routing [31]), the blocking probability rises relativelyigkly —and the link remains near capacity. For large update periods
before gradually plateauing for large update periods.  Fithis “plateau” interval dominates the initial “climbingfiterval.

ure 1(a), even an update period of five time units (five times thience, the QoS-routing curves in Figure 1(a) flatten at d leve
average connection interarrival time) shows significamfque that corresponds to the steady-state blocking probalbiliting
mance degradation. By this point, set-up failures accoont fthe “plateau” interval.

all of the call blocking, except when the update period ig/ver Eventually, QoS routing starts to perform worse than static
small (e.g., for update periods close to the interarrivakdi, as routing, because the fluctuations in link state begin to ed¢ee
shown in Figure 1(b) which focuses on a small region of thendom variations in traffic load. In searching for (seeryihg
experiments with pruning in Figure 1(a); when pruning is disunderutilized links, QoS routing targets a relatively draat of
abled, routing failures never occur, and set-up failuremant links until new update messages arrive to correct the liakes
for all blocked connections. In general, periodic updatesat database. In contrast, under static routing, the souroelligli
respond quickly enough to variations in link state, somesiml- routes to a single group of links, though this set is typicall
lowing substantial changes to go unnoticed. This suggbats tlarger than the set identified by QoS routing. Thus, when fhe u
inaccuracy in the link-state database causes the sourtshdwi date period grows quite large, static routing is more sisfoés
mistake infeasible links as feasible; hence, the soureetsedn at balancing load and reducing connection blocking. Thetexa
infeasible path, even when there are other feasible roaté®t crossover point between the two routing algorithms is very s
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sitive to the distribution of traffic in the network. For expl®,

H . 014 - @®—@b~(0,4%] — — no pruning B
in the presence of “hot-spots” of heavy load, QoS routing can A
select links that circumvent the congestion (subject todbe Y—vb~(0,10%]

0.12 - b

gree of staleness). Under such a non-uniform load, QoSnguti

~ —v

continues to outperform static routing even for large upgati- ig oo fwv A ’; ” \7 *% |
ods. For example, experiments with the non-nomogeneous MCI8 ¢ & > —a—2" """ TE TR
backbone topology show that QoS routing consistently aelsie § ey p e ——D G —0_ O
lower blocking probability than static routing over a widmge S eer 1
of update rates. PR - St -

_g 0.06 - B
Path length, high-bandwidth requests, and non-Poisson ar- 8 ey e et
rivals: Fluctuations in link state have a more pernicious effect § L i

on connections between distant source-destination psiirse
QoS routing has a larger chance of mistakenly selectingla pat M i
with at least one heavily-loaded link. This is especiallyetr

when links do not report their new state at the same time, due ‘ ‘ ‘ ‘ ‘ ‘ ‘

to skews in the update periods at different switches. We exam S Sate update trigger
ined this effect by comparing the connection blocking ptoba
ities from Figure 1(a) to several alternative measures ofisl

ing (not shown). For example, the hop-count blocking prdbab

(a) Connection blocking vs. update trigger
0.08 T T T

oo b~ (0,4%]

ity is defined as the ratio of the hop-count of blocked connec- ;| -0 o |
tions to the hop-count of all connections; bandwidth blagki T 5= (0,10%)

is defined analogously relative to requested bandwidth. Com 4 [ \V*W\\m i
pared to conventional connection blocking, these metnios/g ‘1\\7

more quickly in the presence of stale information. In gen- Zoosf, »_ \\V 1
eral, bandwidth blocking exceeds hop-count blocking, sstyg & R - N

ing that high-bandwidth connections are even harder toerout §0.04 L Routing failures ﬂ\\x M 1
than high hop-count connections, though link-state seden A

does not seem to affect one metric more than the other [31].2 oos - B 1
Figure 2 shows that increased burstiness in the arrivalgsoc B

also increases blocking probability over the range of upgdat 002 00 =0T T o ]
riods. For higher bandwidth connections, the effect of tiuess

is exacerbated by the nonminimal routes introduced by prun- %' Set-up failures ]
ing. Thus, even for the smallest update period, the blocfang

bursty traffic is significantly higher than for non-burstgffic. 008 ™ ot0 o020 o030 040 050 060 070
The effect is not so pronounced for lower-bandwidth connec- Link-state update trigger

tions since they consume fewer resources even when allawed t (b) Routing and set-up failures (with pruning)

take nonminimal routes.

. . . . Fig. 4. Blocking insensitivity to triggers: Connection blocking remains fairly
Connection durations: Despite the fact that staleness due to constant over a wide range of link-state update triggert amd without

periodic updates can substantially increase connectmrkivig, pruning enabled. Across the four curves for different badtiwranges, the
the network can limit these effects by controlling which egp mean conrjection holding timis varied to keep _the offered load constant.
of taffc employ QoS routing. For example, our experiments 1 SSITeNs Sritat e U ooy - 110, 2 L and
showed that longer durations allow the use of larger lig#est  {he mean bandwidths 2%, 3%, 4%, and 5%, respectively.

update periods to achieve the same blocking probability. [31

Short-lived connections cause link state to fluctuate tycr-

ticularly for high-bandwidth requests, and thus requiegfrent probability. These results suggest that the network canid |
updates to maintain good routing performance. In Figurees, WR0S routing to the longer-lived traffic that would consume ex
find that exponentially distributed connection duraticesuitin -~ cessive link resources if not routed carefully, while reitagg

a more gradual rise in blocking probability over the sameyeanshort-lived traffic to preprovisioned static routes [34].

of update periods (nearly half as fast for some mean holdirég ) )

times) than with the Pareto distribution. The long-tailede®o B+ T1ggered Link-State Updates

distribution introduces more overall variability in thetwerk Although periodic updates introduce a predictable ovethea
load by creating some very long-lived connections (retatty  for exchanging link-state information, triggered updatas of-
the mean). The increased load fluctuation decreases thefef-more accurate link-state information for the same ayera
fectiveness of periodic link-state updates in identifyiagsible rate of update messages. The graph in Figure 4(a) plots the co
paths. The heavier tail of the Pareto distribution alsoltesn nection blocking probability for a range of triggers andesaV
more shorter-lived connections than an exponential 8isfion bandwidth ranges in the MCI topology. In contrast to the expe
with the same mean, implying that these shorter connectensiments with periodic link-state updates, we find that theralle
quire very frequent updates to achieve acceptably low lihack blocking probability remains relatively constant as a fiorcof
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1.50

the trigger, across a wide range of connection bandwidtis, ¢

metrics, and load values, with and without pruning, and with el
and without hold-down timers. Additional experiments witie 1281 5 om0 18] |
well-connected regular topology show the same trend [31]. 3

Blocking insensitivity to update trigger: To understand this
phenomenon, consider the two possible effects of stale link
state information on the path-selection process when pguni
is enabled. Staleness can cause infeasible links to appear f
sible, or cause the switch to dismiss links as infeasiblenvhe
they could in fact support the connection. When infeasiblesl
look feasible, the source may mistakenly choose a route that
cannot actually support the connection, resulting in aupdtil-
ure. However, if the source had accurate link-state infeiona 025
any infeasible links would have been pruned prior to comput-
ing a route. In this case, blocking is likely to occur because 5
the source cannot locate a feasible route, resulting in singu ®%o0 010 020  o0s 040 050 060 070
failure. Instead of increasing the connection blockingaatail- Link-state Lpdate trigger
ity, the stale information changes the nature of blockirggrfr
a routing failure to a set-up failure. Figure 4(b) highliglthis Fig. 5. Link-state update rate for different trigger values: This graph shows
effect by plotting the blocking probability for both routjrand the link-state up_date rate for the random topology vy)_ith: 0.75, A =1,

. . . « = 1, and pruning disabled. Mean connection durations are the s& in
set-up failures. Across the range of trigger values, thecise Figure 1.
in set-up failures is offset by a decrease in routing fagure

Now, consider the other scenario in which staleness causes
feasible links to look infeasible. In this case, stale infation to fewer routing failures), and the high-bandwidth conitect
would result in routing failures because links would be umnetrigger more updates since they create greater fluctuatitimii
essarily pruned from the link-state database. Althoughdhse state.
can sometimes occur, it is very unlikely, since the trigggri  Unlike routing failures, set-up failures may trigger liskate
mechanism ensures that the source switch has relatively acgpdate messages, since reserving and releasing link oesour
rate information about heavily-loaded links. For exame, generates changes in link state, even if the connectianaitiély
connection terminating on a fully-utilized link would résin  plocks at a downstream node. The increase in set-up failores
an extremely large change in available bandwidth, whichldouarger triggers slows the reduction in the update rate inifeid
activate most any trigger. Moreover, a well-connected gy  as the trigger grows. The exact effect of set-up failureddp
often has more than one available route between any two nodss the number of successful hops before the connection flock
the likelihood of pruning links incorrectly oall of the feasible Also, if the network supports crankback operations, thenayt
routes is quite low. Hence, the blocking probability is doated  to signal the connection on one or more alternate routesicoul
by the previous scenario, namely mistaking infeasiblediak generate additional link-state update messages. As adagon
feasible. Additional experiments (not shown) illustrdiatithe effect, pruning infeasible links at the source switch cdtata
trade-off between routing and set-up failures persista @véhe  the update rate by selecting nonminimal routes that reana
presence of hold-down timers, though the hold-down timer ifelease) resources on extra links [31]. Overall, thougtdeso
creases the overall blocking probability and rate of sefailp  trigger values are effective at reducing the link-stateaipdate
ures. by about a factor of three to four. Also, for a fixed update rate

Link-state update rate: Despite the increase in set-up failurestriggers are able to significantly reduce the proportionetf s
large trigger values substantially reduce the number oftgd up failures when compared with periodic updates. For iregtan
messages for a given blocking probability, as shown in igur setting the trigger to aroun@30 results in an average update
For very fine-grained triggers, every connection estabiestt  interarrival of 3 (forb ~ (0,0.06]) and 17% of the blocking
and termination generates an update message on each linRGaUrs in signalling. When using periodic updates at theesam
the route, resulting in an update ratefNh /L in a network frequency, set-up failures account fot% of the blocked con-
with NV switches L links, and an average path length/ofiops. nections, and the blocking rate is much higher.

Here, the expression reduceslt@3 link-state update messagedmpact of non-Poisson arrivals: Figure 6 illustrates the prob-
per unit time, which is close to theintercept in Figure 5; ad- lem with nonminimal routes when connection requests arrive
ditional experiments show that the link-state update mateoi in bursts. For both Poisson and non-Poisson arrivals of-high
sensitive to the connection holding times, consistent with bandwidth requests, blocking is higher when the trigger is
2ANh/L expression. In Figure 5, the larger bandwidth valuesmaller. When link-state information becomes more inaaieyr
have a slightly smaller link-state update rate for smaljgers; however, the blocking rate decreases for Poisson arritals,
high-bandwidth connections experience a higher blockatg,r not for the non-Poisson traffic. When a source chooses non-
which decreases the proportion of calls that enter the nm&twaninimal routes for groups of requests, the network is no¢ abl
and generate link-state messages. When triggers are coassufficiently recover from poor allocation of resourcess @
however, more connections are signalled in the network (duesult, the source is unable to find (seemingly) feasibleeu

=3
=]

Per-link update rate (per unit time)
o o
3 o
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0.20

_ gers (around%). With coarser triggers, the hold-down timer
018 | o mvmtaz 075 | still reduces the update rate but the decrease is not as ticama

A&— Weibull 2=0.50

016 1 1 IV. NETWORK TOPOLOGY
% 014 oo ] Though the results in Section Il were mainly presentedén th
§ 012& /\jk | context of the random topology, we have conducted numerous
o v Sovetla additional experiments with the MCI and regular topologses
g 010 T BRI \/\f?di 8 Table | for topology parameters). In this section, we réggime
‘g wos | R :ﬁ/ \A\ 1 of the staleness issues in the previous section to highiight
5 ' \b~‘°'8/°] E\\gfﬂ\A dependency on the underlying topology. Then, we present a
§ 0.06 | o, N . more systematic study of topology based on a parameterized

AN s model of regular graphs that allows us to exert direct cdntro
il \o\\o/%@,*/V” 1 over the key topological properties.
b~ (0, 4%]

0.02 —— 4 ]
= A. General Topology Observations

000 ‘ ‘ ‘ ‘ ‘ ‘ ‘
S Sate update tigger Our experiments with periodic updates in the random topol-

ogy (Figure 1(a)) show a strong dependency on the update pe-
. . i riod regardless of whether link pruning was enabled or déshb
Fig. 6. Bursty arrivals with triggered updates: These graphs show the effect .
on connection blocking of increased burstiness with theesaraan arrival However, in the MCI topology we observe a much weaker de-
rate. Smaller Weibull shape parameters result in moreibesst in the ar- pendence on the link-state update period when pruning is dis
rival process. Simulation parameters are the same as thésgure 5. abled. Since the MCI topology has relatively low connetyjvi
most source-destination pairs do not have multiple minimum
length routes. Hence, when pruning is disabled, the route co
after pruning, except when using very large triggers, asvaho putation does not react much to changes in link load.
by the gradual decline in blocking probability relative mi$5on  We see a more pronounced effect when considering pruning
arrivals. When pruning is not permitted (results not showr® with triggered updates. Figure 4 showed that triggered- link
find that blocking is insensitive to the update trigger, butsty  state updates generally do not affect the overall blockiig,r
arrivals suffer a higher blocking probability relative toiBson with or without applying pruning. However, when pruning in a
traffic. A burst of connection requests may be thought of &parsely-connected network, an incorrect pruning detisan
a single, high-bandwidth request that, when signalledjit®s cause the source to erroneously consider nonminimal routes
in more link-state fluctuation relative to non-bursty traffWe For example, additional experiments with the random togylo
investigated this through a comparison of the link-stat@at@ (not shown) indicated that it haxigherblocking rates with more
rate for bursty and non-bursty arrivals (experiment no#sf)o accurate information (i.esmallertrigger values), when trying
With small update triggers, the bursty traffic has a loweratpd to route high-bandwidth connections. This effect is alsense
rate due simply to its higher blocking probability, partexly  with bursty arrivals, as described in Section I1I-B. Thedam
for the higher-bandwidth requests. When link-state tigd®- graph typically does not have multiple equal-length patés b
come coarse, however, the update rate for bursty trafficirematween a pair of nodes. As a result, pruning an infeasible link
high due to a combination of a greater number of nonminimalong the shortest path results in the selection of a nomnaihi
routes and increased link-state fluctuations. In genewbtp route. In the end, this increases the overall blocking podibg
traffic increases the blocking due to routing failures, an@4i since these nonminimal routes consume extra resources: If,
mains high even as the update trigger is increased. That@gn stead, the source chose not to prune this infeasible liryk ¢se
triggers do not shift blocking to set-up failures as in F|dr  to stale link-state information), then the connection wioat-
Ultimately, the choice of link-state periods and triggees d tempt to signal along the shortest path. Although the cotiorec
pends on the relative cost of routing failures, set-up fady would block upon encountering the infeasible link, the reetw
and update messages, as well as the importance of havingauld benefit by deciding not to accept the connection. I fac
predictable link-state update rate. Coarse triggers age lpe- the use of a small hold-down timer has a similar effect, tesyl
riods can substantially decrease the processing and bdtidwin much flatter curves for blocking as a function of the trigge
requirements for exchanging information about networldloa It is generally unwise to apply pruning for high-bandwidth
But the benefit of larger triggers and periods must be weighednnections when the topology does not have multiple routes
against the increase in connection blocking, particulddg to of equal (or similar) length. The detrimental effect of nanim
more expensive set-up failures. These trade-offs sugdegt a mal routes may also be limited, however, by explicitly coftr
brid policy with a moderately large trigger value to providad ling the degree of nonminimality (e.g., at most one extra)hop
information when it is most critical, as well as a relativeipall rather than disabling pruning altogether. Poor perforreahse
hold-down timer to bound the peak link-state update rath-witto a lack of routing choices in the topology is also worsened
out suppressing these important messages. For examptbeforwhen connection requests arrive in bursts. We illustrated i
experiment shown in Figure 5, imposing a hold-down timer twSection 11I-B that bursty connection arrivals increasecklng
times the connection interarrival time reduces the numifer loy making it harder for the source to find feasible paths. Ad-
link-state updates by nearly a factor of 3 for fine-grainéghtr ditional experiments show that this problem is exacerbated
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TABLE I 0.30
CHARACTERISTICS OFk-ARY n-CUBES
0.25 k=10,n=2(/=13.5) i
Topology | Nodes | Links | Degree| Diam. | Avg. path £ ) /
(k,n) length 8 oz p Sty
10,2 100 | 400 4 10 5.05 s s
5,3 125 750 6 6 3.63 % 015 -
4,3 64 384 6 6 2.95 g on-2(-212)
5,2 25 100 4 4 2.50 I |
8

topologies which have few equal-length paths between asour o

and destination. We find, for example, that routing failuias

high-bandwidth connections remain high in the random topol  °®; ;%
ogy as the update trigger increases, but they decline soatewh

. . , . . .
30 40 50 60 70 80 90 100
Link-state update period (unit time)

in the uniform topology where multiple equal-length routes (a) Blocking vs. update period
available. 40 ‘ ‘ ‘ ‘

We find that topology and traffic together play an important o okoano3(-28)
role in defining the range of update frequencies overwhicBQo  *| SR 1

routing provides a significant performance advantage daéics
routing. When the traffic pattern is matched to the topology,
static routes (if properly provisioned) can perform quiteliw

In comparing QoS and static routing in the uniform topology
with uniform random requests, we found that when the lirektest
update period is very large, static routing begins to odiguer
QoS routing. Experiments with other topologies, howevsoys
that QoS routing is able to capitalize on mismatches between
traffic and topology to consistently perform better thartista
routing. For example, experiments with the non-homogeseou
MCI backbone topology (with uniform traffic) show that QoS
routing consistently achieves lower blocking probabilityan

w
S

n
a

Per-link update rate (per unit time)
— n
o o

10

static routing over the entire range of update rates cormitle boo o0 oz Li?]-ﬁgstate%;%ate tr?gz’er 060 070 080

In this case the key point is not the topology configuratian, b _

rather the relationship between the topology and traffitepat (b) Update rate vs. trigger level

B. Parameterized Topology Model Fig. 7. Topology and link-state accuracy: Richly-connected topologies have

low blocking probabilities under accurate informatiorthaligh the benefits
The experiments with the graphs in Table | provide some 01_‘ multiple routes degrade unde_r large update period_s,m{srshn (a). With
insights into the impact of topology on the performance of itrr]'ggered updates, the rate of link-state messages is HW tok and
e | . - A . pendent of:, as shown in (b). In both experiments,= 85%, b ~
QoS routing in a variety of situations (e.g., pruning/norpng, (0,0.1], anda: = 2 (with pruning). The arrival rates in both graphs are
bursty arrivals, high-bandwidth connections). Howeweqrider A = land\ = 12.5, respectively. Load is kept constant across the four
to focus more directly on topology effects, we require a node °Pelogies by changing
with greater control over important parameters such as eliam
ter, node degree, mean path length, and the number of similar
length paths between pairs of nodes. Random graph mod&ts With L = 2nk" links and diameteD = |k/2|n), as shown
(e.g., Waxman) offer some control over connectivity butsit iin Table II. A higher dimensionr{) typically implies a “richer”
difficult to precisely control the other parameters of ietr In  topology with more flexibility in selecting routes, whereas
addition, the use of random graphs makes it difficult to matd@rge number of nodes:], with a fixedn, increases the aver-
the traffic pattern with the underlying topology. For exaepl @ge length of routes, which requires connections to sufidss
applying uniform random selection of destination nodes in 'gserve resources on a larger number of links. These diltese
random graph results in non-uniform traffic load. This makdetween the topologies have a significant influence on how wel
it difficult to draw fair comparisons between experimentthwi the QoS-routing algorithm’s performance scales with tfag- st
different random graphs. eness of link-state information, as shown in Figure 7(a)e Th
To study the effects of staleness under a range of topologi@&aPh plots the connection blocking probability over a &g
we evaluate a set of regular graphs with similar size anewgiff Update periods, with offered load kept constant betweefotire
ent degrees of connectivity under the same uniform trafidlo configurations by changing the mean (exponentially disteid)
The experiments focus on the classiediry n-cube graphs with holding time.
k nodes along each of dimensions {V = k™ nodes of degree  Under accurate link-state information, th@-ary 2-cube and
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5-ary 3-cube topologies have good performance, despite the
longer average distance between pairs of nodes. For small up
date periods, the higher connectivity of theary 3-cube and
4-ary 3-cube results in a large number of possible routes, which
reduces the likelihood of a routing failure. Similarly, the-
ary 2-cube has a large number of routes, though fewer than the
5-ary 3-cube. However, the performance of these richer topolo-
gies degrades more quickly under stale load informatior. Fo :
longer link-state update periods, blocking stems mainymfr
signalling failures, which are more likely when a connectias
a longer path through the network. Once the routing algarith
selects a single path, based on stale information, the new co
nection can no longer capitalize on the presence of othesipos
ble routes. The performance of thery 2-cube degrades more
slowly, since the shorter route lengths increase the chénrate
the routing algorithm selects a feasible path. Similatpugh 0.05 s " L L - - -
they have identical connectivity, thieary 3-cube outperforms Number of cost levels C
the5-ary 3-cube, due to its smaller average path length. (a) Blocking for periodic updates

Direct comparisons between the four topologies are some- oos ‘ ; :
what difficult, due to differences in the number of nodes and
links. For example, the crossover in Figure 7(a) occursmsea rigger = 0.5
the 5-ary 2-cube has a lower average path length, despite the
topology’s poorer connectivity. Still, varyingandn lends in-
sight into the effects of stale information. Figure 7(b)wkdhe
overheads for triggered link-state updates in the fourlmgies.
Although thel0-ary 2-cube has fewer nodes than thary 3-
cube topology, tha0-ary 2-cube generates substantially more
link-state update messages than the other two networks. Th
larger update rate stems from the large path lengths, veltdi

period = 80
<

period = 40

bability

ing prol

period = 20

period = 10
o

Connection block

period = 1

4

o

=
T

trigger = 0.4

0.02 -

Set—@p failureprobability

the number of nodes. Interestingly theary 3-cube and thé- ger =3

ary 2-cube have nearly identical link-state update rates. Ihfac ~ °°'[

the update rate is approximateli /4 across all of theé-ary n- trigger = 0.2

cube topologies [31]. Increasing the network dimensiaror- WM
responds to growing the underlying network in a manner that  *®o 2 4 6 8 10 12 14
increases the average path length in proportion to the asere Number of cost levels G

in the number of links. (b) Set-up failures for triggered updates

More generally, a densely-connected topology with a rela-
tiver low diameter should trigger fewer link-state updmince Fig. 8. Discretized costs with stale link-state information: With peri-

. . . odic updates, connection blocking drops significantly withre cost levels
connections are routed on shorter paths. The_ re(_jUCt_lonen OV when link-state information is relatively accurate; hoee\stale informa-
head, however, may be offset by the cost of distributing #*e U tion counteracts the benefits of fine-grain costs, as shoya)inAdditional
date messages. For examp|e, if link-state messages aredlood cost levels decrease the rate of set-up failures when usgggeted updates
throughoutthe network (as in PNNI and OSPF), then eachrroute with pruning, as shown in (b). Both experiments simulateStsy 3-cube

. . . . ! with p = 0.85, b ~ (0.0,0.1], A = 1, £ is exponentially distributed with
receives the message on each incoming link. As a result, eachyean2s, anda = 1.
switch receive®n copies of every link-state update. Hence,
the advantages of a richer topology are partially oversivado
by the cost of flooding the link-state messages. Also, the eaven degrade performance, in the presence of stale litdk-sta
periment in Figure 7(a) shows that stale information lintits information. With a careful selection of the exponentthe
benefits of richer connectivity, though the use of updatgyers, path-selection algorithm can reduce the number of costdeve
instead of periods, can mitigate these effects. With anieffic C' without increasing the blocking probability. Smaller vedu
update-distribution mechanism (such as spanning trestgad of C reduce the space and time complexity of the route com-
of a flooding protocol), a richly-connected topology, cal putation, allowing the QoS-routing algorithm to scale gt
with a reasonable trigger level, can retain the advantag@wf network configurations. In addition, coarse-grain linktsda-
ing many routing choices and a low link-state update ovatheacrease the likelihood of having multiple minimum-cost exsjt

which allow the network to balance load across alternattesou
V. LINK-COST PARAMETERS

. . _ . A. Number of Cost Level
The link-state update rate also impacts the choice of tte lin umber of Cost Levels

cost parameters{ and «, Section 1I-B) in the routing algo- The experiments in Sections Il and IV evaluate a link-cost
rithm. Fine-grain cost metrics are much less useful, and cmction with a large number of cost levels, limited only bgm
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chine precision. With such fine-grain cost information, pla¢h-

selection algorithm can effectively differentiate betwéiaks to aent0
locate the “cheapest” shortest-path route. Figure 8(duates oro | S 2o-8
the routing algorithm over a range of cost granularity an#-li
state update periods. To isolate the effects of the costifimc
the routing algorithm does not attempt to prune (seemingly)
feasible links before invoking the shortest-path compaitein

this experiment. Th&' cost levels are distributed throughout
the range of link utilizations by setting,;, = 0. Compared to
the high blocking probability for static routing’(= 1), larger
values ofC tend to decrease the blocking rate, particularly when
the network has accurate link-state information, as shovthe
“period=1" curve in Figure 8(a).

Fine-grain cost metrics are less useful, however, when link
state information is stale. For example, having more tham fo
cost levels does not improve performance once the linle siat 000 T T T e T s e e
date period reacheX) times the average interarrival time. Al- a
though fine-grain cost metrics help the routing algorithstidt
guish between links, Iarger values 6falso limit the number Fig.d9. Exponent o With_ stale Iink-_s?ate infprmation: A larger exponenty_

. . . . . ecreases the blocking probability, undilgrows so large that the cost in-
of links that the routing algorithm considers, which canseu  tenals become too narrow. This experiment evaluates tigora topology
route flapping. In contrast, coarse-grain cost informatjen- with update periog: 10, p = 0.75, A = 1, b ~ (0.0, 0.06], £ = 40.6, and
erates more “ties” between the multiple shortest-pathe®ta pruning disabled.
each destination, which effectively dampens link-statettia-
tions by balancing the load across several alternate rouites
fact, under stale information, small values@fcan sometimes
outperform large values of’, but this crossover only occurs
once the update period has grown so large that QoS routing

a higher blocking probability than static routing. The deda- own) confirm that these results hold across a range of Iir}k-
tion in performance under high update periods is less sggmifi state update.perlods, from very frequer]t upda.tes tp a perlpd
: Squal to 40 times the mean connection interarrival time.s Thi

of having multiple minimum-hop paths between pairs of node plies that large values ef do not introduce much extra route
gping. This also has important implications for path sele

The appropriate numper of cost _Ievels de.pends on the uPdﬁgn algorithms, since it suggests that widest shorteti-pad
period and the connection-bandwidth requirements, as agell S
: : cheapest shortest-path should have similar performanderun
the overheads for route computation. Larger valueg'dh- stale link-state information
crease the complexity of the Dijkstra shortest-path coimprt '

without offering significant reductions in the connectidadk- IHc_)wevetr,bthe ghmct(_e of e_ﬁ)oneatplays_ al_mko re |;nportant
ing probability. Fine-grain cost information is more udeifu role In cost-based routing with coarse-grain fink CoStSIasvn

conjunction with triggered link-state updates, as showRign by the Othef curves in E|gure 9 W't.E! # oo. Each plot S.hOWS a
ure 8(b). We still find, however, that experiments with a c‘:initSharp drop in the blocking probability due to the transifiwm

number ofC' values are consistent with the results in Section IIEtatlc rou.tmg & - 0) to QOS. routlng & > 0), followed by an
B: that is, the connection blocking probability remains stamt Increase in blocking probability for larger valuesaafWhena
0\’/er a Wi’de range of triggers. Hence, Figure 8(b) plots ondy t is too large, the link-cost function concentrates most efdbst
set-up failures (with pruning). The overall blocking rate\es information in a very small, high-load region.

have roughly the same shape as the set-up failure curves, affof largeéa and smallC’, some of the cost intervals are so
ranging from abou.07 with C' = 1 and flattening to roughly Narrow that the arrival or departure of a single connectmria

0.035. In contrast to the experiment with periodic updates, iff@nge the link cost by one or more levels. For example, when

creasing the number of cost levels beydid= 4 continuesto @ = 8 andC = 10, the link-cost function has four cost levels
reduce the blocking rate. Since triggered updates do not 4ghe90-100% range. This sensitivity exacerbates route flap-
gravate fluctuations in link state, the fine-grain diffetetipn PIng and also limits the routing algorithm’s ability to céfen-

between links outweighs the benefits of “ties” between ssort tiate between links with lower utilization. Further expaénts
path routes. Although larger values Gfreduce the likelihood (N0tshown) demonstrate that pruning lowers the differsies

of set-up failures by a factor of two, increasing the numter &V€en the curves for differer’ values. This occurs because
cost levels eventually offers diminishing returns. pruning provides additional differentiation between Enkven

for small values of”. We also explored the effects of the link-
state update period on the connection blocking probalslgy
« is increased, for a fixed value @f. Interestingly, larger up-
To maximize the utility of coarse-grain load informationet date periods dampen the detrimental effects of large valies
cost function should assign each cost level to a criticafjeanresulting in flatter curves than the plots in Figure 9. Altgbu
of link utilizations. Under fine-grain link costs (large), the large values ofv limit the granularity of the cost information,

o
o
@

o
=3
>

Connection blocking probability
g

exponenty does not have a significant impact on performance;
values ofa > 1 have nearly identical performance, as shown

%Sthe “C = oo” curve in Figure 9. Other experiments (not
s

B. Link-Cost Exponenty)
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the drawback of a large value afis largely offset by the benefit the blocking probability and the proportion of connectidimat

of additional “ties” in the routing algorithm when informam is  block in the set-up phase. Even though triggered updatesido n
stale. Hence, the selection ofis actually more sensitive whenincrease the blocking probability, larger trigger valuesult in a
the QoS-routing algorithm has accurate knowledge of linkest higher proportion of set-up failures. Avoiding heavy siliing

VI. CONCLUSIONS

The performance and complexity of QoS routing depend
the complex interaction between a large set of parametéis.
paper has investigated the scaling properties of soureetdd
link-state routing in large core networks. Our simulati@a r
sults show that the routing algorithm, network topologgkdi
cost function, and link-state update policy each have aifsign
cant impact on the probability of successfully routing newc
nections, as well as the overheads of distributing netwoakl |
metrics. The experiments confirm and extend the findings

other studies, and also lend new insight into the impact of ou

of-date link-state information. The results complementine
observations of other recent studies include [9-13, 35]:

« Periodic link-state updates: The staleness introduced by pe

riodic link-state update messages causes flapping thatasuibs

tially increases the rate of connection blocking. In extearases
with large update periods, QoS routing actually performsseo
that load-independent routing, due to excessive route ifigpp
Our results show that a purely periodic link-state updat&po
cannot meet the dual goals of low blocking probability and lo
update overheads in realistic networks.

« Triggered link-state updates: Triggered link-state updates
do not significantly affect the overall blocking probabyilirig-
gers reduce the amount of unnecessary link-state traffieebut

quire a hold-down timer to prevent excessive update message

short time intervals. However, larger hold-down timergéase
the blocking probability. Hence, our findings suggest using
combination of a relatively coarse trigger with a modestdhol
down timer.

« Pruning infeasible links: In general, pruning infeasible links
improves performance under low-to-moderate load by atigwi

connections to consider nonminimal routes, and avoiding u

necessary set-up failures by blocking more connectionkén
route computation phase. However, under heavy load, th
nonminimal routes consume extra link resources, at theresgpe
of other connections.

« Bandwidth and hop-count: Connections with large band-
width requirements experience higher blocking probaéedit
Likewise, connections traveling a larger number of hopseixp
ence higher blocking probabilities. Stale link-state mfation
exacerbates both of these effects. These effects degragerth
formance of QoS routing in large networks, unless the tapplo
is designed carefully to limit the worst-case path length.

« Connection duration: Longer connection durations chang

n

the timescale of the network and allow the use of larger link-

loads requires careful selection of the update period agger.
o Pruning under stale information: Pruning becomes less

erflfective under stale link-state information, looselyinected

ST(t)opologies, and high-bandwidth connections, since theedeifs

increase the amount of traffic that follows a nonminimal eput
even when a minimal route is feasible. These results suggest
that large networks should disable pruning, unless mostseu
destination pairs have multiple routes of equal (or neaaBqu
length; alternatively, the network could impose limits be te-
sources allocated to nonminimal routes.

bfLong-taiIed connection durations: Stale information has a
more dramatic effect under realistic long-tailed disttibas for
connection duration. This stems from the relatively largenn
ber of short-lived connections for the same average duratiol
the additional variability introduced in network load, cpaned

to exponentially distributed durations. The network cagree
gate short- and long-lived traffic by partitioning link bamidth

for the two classes, and detecting long-lived connectionisea
edge of the network [34].

« Connection arrivals: Bursts of connection requests behave
like single arrivals of very high-bandwidth connectionasusing
higher fluctuation in link state and greater susceptibtlitpoor
resource allocation. When uncontrolled pruning is engbled
routers choose significantly more nonminimal paths redativ
non-bursty traffic, increasing blocking probability analdistate
update rate. Effects of bursty arrivals are especially fiarin
topologies with a limited number of equal-hop routes.

« Rich network topologies: The trade-off between routing and
set-up failures also has important implications for theskbn

of the network topology. Although dense topologies offereno
routing choices, the advantages of multiple short pathsi-dis
pate as link-state information becomes more stale. Cagiitgl

on dense network topologies requires more frequent liatest

unpdates, as well as techniques for avoiding excessivestate

Yraffic. For example, the network could broadcast linkestgt-

es in a spanning tree, and piggyback link-state infdonat
signalling messages.
« Coarse-grain link costs: Computational complexity can be
reduced by representing link cost by a small number of diecre
levels without significantly degrading performance. Thi®s-
pecially true when link-state information is stale, sudijgsa
strong relationship between temporal and spatial inacgura
the link metrics. In addition, coarse-grain link costs htve
benefit of increasing the number of equal-cost routes, which
improves the effectiveness of alternate routing, as disisn
ore detail in [22].

state update periods. Our findings suggest that the netwofitgase observations represent an important step in undefsta

should limit QoS routing to long-lived connections, whilerc
rying short-lived traffic on preprovisioned static routes.

Our experiments also reveal several new insights:

« Impact of staleness on set-up failures:In addition to in-
creasing the connection blocking probability, out-ofedbimk-
state information increases the fraction of connectioas é-

ing and controlling the complex dynamics of quality-ofisee
routing under stale link-state information. We find that dig-
tinction between routing and set-up failures, and simoragéx-
periments under a wide range of parameters, provide vauabl
insights into the underlying behavior of the network. Fatur
research in this area can exploit these trends to reducethe c

perience set-up failures. Larger update periods increatie bputational and protocol overheads of QoS routing in largéba
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