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ABSTRACT

Detecting anomalous BGP-route advertisements is crucial
for improving the security and robustness of the Internet’s
interdomain-routing system. In this paper, we propose an
instance-learning framework that identifies anomalies based
on deviations from the “normal” BGP-update dynamics for
a given destination prefix and across prefixes. We employ
wavelets for a systematic, multi-scaled analysis that avoids
the “magic numbers” (e.g., for grouping related update mes-
sages) needed in previous approaches to BGP-anomaly de-
tection. Our preliminary results show that the update dy-
namics are generally consistent across prefixes and time.
Only a few prefixes differ from the majority, and most pre-
fixes exhibit similar behavior across time. This small set
of abnormal prefixes and time intervals may be further ex-
amined to determine the source of anomalous behavior. In
particular, we observe that many of the unusual prefixes are
unstable prefixes that experience frequent routing changes.

Categories and Subject Descriptors

C.2.3 [Computer-Communication Networks]: Network
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1. INTRODUCTION

The stability of BGP affects the stability, availability, and
efficiency of the Internet. It is thus of great importance to
understand the behavior of BGP. In recent years, a lot of
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research has been done on BGP instability [2, 3, 4, 6, 9].
It is understood that not all route changes cause instabil-
ity problems for the network. It is the “abnormal” route
changes (e.g., frequent updates due to flaky equipment, pro-
tocol oscillation, route hijacking, etc.) that require the net-
work operator’s attention.

Previously, statistics-based anomaly detection|8, 12] has
been used to detect abnormal route changes. In a statistics-
based system for detecting BGP-route anomalies, the be-
haviors of BGP updates are normally represented by simple
aggregates and their statistics. Thus, such a system is sim-
ple and may be easily deployed and run with high efficiency.
However, the very simplicity of its representation also makes
it unable to capture complex features that may be impor-
tant for a better analysis of BGP behavior. Furthermore,
the representations in many such systems have the “magic-
number” problem. That is, they use parameters, set either
arbitrarily or according to statistics, for controlling granu-
larity of the analysis or for the threshold that determines
when a burst of messages ends. For example, a prefix may
be determined to have converged to a stable route if there
have been no updates for that prefix in the last T" minutes.
Clearly, it is hard to determine a good value for such a pa-
rameter 7' (although it is easy to give a very loose upper
bound for T', e.g., T should be smaller than 50,000.)

These problems motivate our search for new representa-
tions and new frameworks that are independent of “magic
numbers” and more powerful in characterizing BGP up-
dates. Towards this end, we propose a framework that uses
instance-based learning. In our framework, BGP-update be-
haviors are represented by a vector of quantified features.
Such a representation maps a particular behavior to a point
in a multidimensional vector space. The set of normal be-
haviors maps to a set of points whose neighborhood defines
the location of “good” behaviors. A behavior represented
by an outlier point that is far away from this location raises
suspicion and may require the network operator’s attention.

In this preliminary study, we use the features of BGP-
update dynamics, such as burst duration and inter-burst
intervals, to construct the representation vectors. As dis-
covered in [5], different update types have different conver-
gence times and numbers of update messages. The conver-
gence and update-message numbers also differ from ISP to
ISP. Hence, the configuration of the underlying network af-
fects the way the new paths are explored, which in turn can
lead to different timing and message numbers in different
systems. If we assume that the underlying network does
not change configuration often, the temporal dynamics of



the updates should also be similar. Thus, unusual dynamics
may indicate anomalous updates, as the analysis of BGP up-
dates during certain worm attacks have shown [7]. Indeed,
several recent works [12, 10] have examined the BGP-update
dynamics for signs of anomaly. We use wavelet transfor-
mations to construct our representation and use clustering
to discover the locations of normal behaviors and the out-
lier points. By extending the representation to a vector of
quantified features, our framework is much more expressive
in characterizing BGP-update behaviors.

Our representation avoids the “magic-number” problem
by employing a multi-scale transformation. Using a set of
different time scales, the wavelet transformation provides
a systematic, multi-granularity view of the structures and
patterns of BGP updates. Therefore, it avoids the “magic-
number” problem not by magically getting rid of all the
parameters but by systematically examining the intervals in
which the parameters may lie. In this preliminary study,
the intervals are upper-bounded by 24 hours. That is, daily
BGP updates are examined at different time scales. We
remark that the upper bound can be greatly extended in a
full system. Another feature of our representation is shift
invariance. This feature prevents misclassifications that are
often caused by shift-intolerant representations.

2. DETECTION SYSTEM AND PRELIMI-
NARY RESULTS

A sequence of BGP-update messages can be viewed as
a signal along time. An update-message burst within this
signal can be viewed as a high-frequency signal (the indi-
vidual updates) modulated by a low-frequency signal (the
burst). Because wavelet transformation is a powerful tool
for revealing such temporal structures in signals, we use it
to extract features from BGP-update dynamics. We use the
Haar wavelet because of its simplicity. We intend to experi-
ment with other forms of wavelets in a full-scale study. Let
W(-) be the Haar wavelet. The discretized transformation is
defined to be v(4,7) = >, S(x)- %\II*(IET ), where 7 is the
time translation, and § is the time scale. Our analysis em-
ploys a set of values for 7 and §. The function value (4, 7)
then defines a surface, and we are interested in the peak
values, i.e., local maxima, of y(d, 7). This is because a burst
of length ¢ will give a large value of v(d,7) at the scale ¢
closest to t and at the time 7 when the burst happens. Our
representation consists of several histograms. We construct
one histogram for the peak values of (9, 7) for each value of
0. To include time information about the bursts in our rep-
resentation, we also use a histogram for the time intervals
between each pair of consecutive peaks. Note that these two
types of histograms are shift invariant. Therefore, so is our
representation. (A detailed description of the representation
can be found in our Technical Report [11].)

However, the above construction does not tell us what
kind of features indicate anomalies in BGP updates. This
is done by the learning component in our framework. We
use clustering to discover the structures in the BGP-update
dynamics. Clustering groups the points representing the
dynamics into categories that can then be examined and la-
beled by network operators. Therefore, clustering helps to
learn the positions in our representation space that corre-
spond to anomalies in BGP updates. These positions can
be used later in identifying anomalies in future BGP up-

dates. In this study, as an efficient way to test our frame-
work, we use k-means clustering. (This clustering method,
however, still requires a predefined parameter k. We plan
to use hierarchical clustering that does not require any pre-
defined parameter in a full-scale investigation.) We cluster
the update dynamics of a single prefix as well as the update
dynamics across prefixes over a view.

We experimented with a preliminary implementation of
our framework, investigating BGP-update behaviors for six
months (06/04-11/04) using data from RouteViews [1]. Fo-
cusing on each prefix in isolation, we show that, for most
prefixes, update dynamics are similar 80% of the time. Fur-
thermore, on a single day, there are several behaviors with
the property that the prefixes displaying these behaviors
constitute the majority of the prefixes being updated. Only
a few prefixes exhibit behaviors that are quite different from
the majority. This small set of prefixes or daily behaviors
can be further examined for anomaly detection. In partic-
ular, we observe that most prefixes whose update dynamics
deviate from the majority are unstable prefixes with frequent
routing changes.

As a preliminary study, the system given in this paper still
lacks sophistication and fine tuning. Furthermore, it is still
an unsubstantiated hypothesis at this point that the outliers
discovered by our system are “anomalous.” We plan to ex-
plore the “abnormal prefixes” and the “abnormal clusters”
(for the same prefix) to understand the relationship between
the structures revealed by our system and the operation of
BGP. More importantly, we plan to validate, via data from
ISPs and known Internet outages/anomalies, whether the
“anomalies” raised by our system are truly anomalous.
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