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ABSTRACT
To realize the vision of SDN—an “app store” for network-management services—we need a way to compose applications developed for different controller platforms. For instance, an enterprise may want to combine a firewall written on OpenDaylight with a load balancer on Ryu and a monitoring application on Floodlight. To make this vision a reality, we propose a new kind of hypervisor that allows multiple applications to collaborate in processing the same traffic. Inspired by past work on Frenetic, our hypervisor supports a flexible configuration language that can combine packet-processing rules from different applications using sequential and parallel composition. A major challenge is efficiently combining updates to each prioritized list of OpenFlow rules, based on the hypervisor policy. Our key insight is that rule priorities form a convenient algebra that allows the hypervisor to compute the correct relative priorities of new rules incrementally, without shifting or rewriting the priorities of existing rules. We prove the correctness of our algorithms and show experimentally that these techniques can reduce computational overhead by 4X and the number of rule updates by 5X, compared to existing techniques.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Architecture and Design—Network communications; C.2.3 [Computer-Communication Networks]: Network Operations—Network management
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1. INTRODUCTION
In its full glory, Software-Defined Networking (SDN) should allow network administrators to combine “best of breed” controller applications from different software developers. For example, a single network might run routing, access-control, monitoring, and load-balancing applications written by different programmers, using different programming languages and controller platforms. Each application can use OpenFlow [1] as a lingua franca for expressing its part of the network policy, and rely on an underlying hypervisor to mediate access to the switches. However, existing SDN hypervisors like FlowVisor [2] and OpenVirteX [3] split the traffic into disjoint “slices,” each managed by a single application. While effective for allowing multiple tenants to share a network, slicing does not enable multiple applications to work together to process the same traffic.

Instead, future SDN hypervisors should go beyond slicing to support flexible policies for composing multiple applications, as shown in Figure 1. A network administrator should be able to select multiple application components (e.g., load balancing, routing, and monitoring). Each component generates a member policy represented as a prioritized list of OpenFlow rules for each switch, and adapts its policy over time in response to network events. Lying between the member components and the underlying switches, the hypervisor merges these rules as directed by a composition configuration to produce a single list of rules for each switch.

Inspired by past work in the Frenetic project [4, 5, 6, 7], we envision that the hypervisor can combine member policies in parallel (+) or in series (≫). For example, the hypervisor in Figure 1 applies the following composition configuration:

\[
\text{load\_balancing} \gg (\text{routing} + \text{monitoring})
\]

Packets are processed first by the load-balancer policy (e.g., rewriting the destination IP address as part of selecting a backend server), and then simultaneously forwarded by the routing policy (e.g., mapping each destination IP prefix to an output port) and counted by the monitoring policy (e.g., counting traffic by source IP prefix). Based on the composition configuration, the hypervisor generates the rules for each switch, and updates these rules whenever any member policy changes.

The compositional hypervisor brings the benefits of composition without requiring programmers to adopt the Frenetic programming environment. Frenetic is based on a declarative (functional) API, where a function receives network events as inputs and generates a global network policy as an output. The Frenetic run-time system then compiles
the generated policy into OpenFlow rules that are sent to switches. In contrast, the hypervisor API is imperative to more closely match most other controller platforms such as Floodlight [8], NOX [9], POX [10], Ryu [11], and OpenDaylight [12]. When using an imperative interface, each component issues a stream of OpenFlow rules (“flowmods”). That is, components written in an imperative language can populate prioritized lists of OpenFlow rules, and have the hypervisor apply the functional composition operators on their behalf.

Representing member policies as prioritized lists of OpenFlow rules, rather than total functions, enables a surprising optimization. To operate efficiently, the hypervisor should not recompute and reinstall the switch-level rules from scratch every time a member policy changes. Instead, we need an incremental algorithm for computing small changes to the existing rules. Our key insight is that the hypervisor can perform simple arithmetic on the rule priorities in the member policies to compute the priorities for the switch-level rules. Parallel composition amounts to “adding” the priorities of the corresponding rules in the member policies, and sequential composition amounts to “concatenating” the priorities. In addition to proving the correctness of our algorithm, we show experimentally that these techniques can reduce computation overhead by 4X and flowmods by 5X as compared to a strawman solution that computes the switch-level rules from scratch.

2. BACKGROUND: POLICY COMPOSITION

A policy is a prioritized list of rules with priority, pattern, and action list. Applying a policy to a packet at a given location produces a set of packets (0, 1, or more) at new locations. In our system, each application component generates a member policy and the hypervisor combines these member policies to produce a composed policy. In this section, we review the parallel and sequential composition operators introduced in [4, 5, 6, 7]. We discuss policy updates in the next section.

2.1 Parallel Composition (+)

Parallel composition enables multiple policies to apply concurrently on separate logical copies of the same packet. Given two policies $P$ and $Q$, for an arriving packet $t$, their parallel composition $P + Q$ produces the union of applying $P$ and $Q$ to $t$ separately. For example, suppose we have a monitoring policy $M$, and a routing policy $R$, as shown in Figure 2. $M$ counts packets according to source IP prefix. For instance, the first rule in the table has priority 1. It counts packets with source IP prefix 1.0.0.0/24. $R$ forwards packets based on destination IP: packets with destination IP 2.0.0.1 are forwarded to port 1, packets with destination IP 2.0.0.2 are forwarded to port 2, and others are dropped. Their parallel composition $M + R$ acts as if we apply $M$ and $R$ concurrently. Specifically, it both forwards and counts packets with source IP prefix 1.0.0.0/24 and destination IP 2.0.0.1 or 2.0.0.2.

To calculate $P + Q$, we are essentially calculating the cross product of the two policies. We iterate over $(p_i, q_j) \in P \times Q$ where $p_i$ and $q_j$ are rules taken from $P$ and $Q$ by priority in decreasing order. If the intersection of their patterns is not empty, we produce a rule in $P + Q$ with the pattern being the intersection of their patterns and the action list that can produce the union of the packet sets by applying their action lists separately. All the calculated rules are assigned priority from top to down by decrement of 1. For example, to calculate $M + R$, we first try $m_1$ and $r_1$. The intersection of their patterns is $\{\text{srcip} = 1.0.0.0/24, \text{dstip} = 2.0.0.1\} \neq \emptyset$. So we generate the first rule in $M + R$ with action list $\{\text{fwd}(1), \text{count}\}$. Repeating this for all $(m_i, r_j)$ gives the composed policy $M + R$ as in Figure 2.

2.2 Sequential Composition ($\bowtie$)

Sequential composition enables multiple policies to apply one after another. Given two policies $P$ and $Q$, for an arriving packet $t$, their sequential composition $P \bowtie Q$ produces packets that are equal to first applying $P$ to $t$ then applying $Q$ to each packet in the resulting packet set. We use the sequential composition of a load-balancing policy $L$ and a routing policy $R$ to illustrate this, as shown in Figure 2. $L$ matches on source IP and splits the traffic into two backend servers (2.0.0.1 and 2.0.0.2) with ratio 1:3 by prefix splitting on source IP address. $R$ examines destination IP address and forwards packets to the corresponding backend servers. Their sequential composition $L \bowtie R$ acts as if we first apply $L$ first then apply $R$. Specifically, for packets with source IP prefix 0.0.0.0/2 and destination IP 3.0.0.0, it rewrites destination IP to 2.0.0.1 and forwards to port 1. For other packets with destination IP 3.0.0.0, it rewrites destination IP to 2.0.0.2 and forwards to port 2. It drops all other packets.

Calculating $P \bowtie Q$ is similar to calculating $P + Q$. We also iterate over $(p_i, q_j) \in P \times Q$ where $p_i$ and $q_j$ are rules taken from $P$ and $Q$ by priority in decreasing order. But we don’t inspect the intersection of their patterns. Instead, we inspect the intersection of $q_j$’s pattern and the pattern computed by applying $p_i$’s action list to $p_i$’s pattern. A nonempty intersection means packets after being applied $p_i$ would match $q_j$ and we generate a rule in the composed policy merging these two rules together. Finally, all the calculated rules are assigned priority from top to down by decrement of 1. For example, to calculate $L \bowtie R$, we first try $l_1$ and $r_1$. By applying $l_1$’s action list to $l_1$’s pattern, we get pattern $\{\text{srcip} = 0.0.0.0/2, \text{dstip} = 2.0.0.1\}$. The intersection of this pattern and $r_1$’s pattern is $\{\text{srcip} = 0.0.0.0/2, \text{dstip} = 2.0.0.1\} \neq \emptyset$. So we generate the first rule in $L \bowtie R$ with pattern $\{\text{srcip} = 0.0.0.0/2, \text{dstip} = 3.0.0.0\}$ and action list $\{\text{dstip} = 2.0.0.1, \text{fwd}(1)\}$. Repeating this for all $(l_i, r_j)$ gives the composed policy $L \bowtie R$ in Figure 2.
3. ARITHMETIC ON RULE PRIORITIES

Network management is a dynamic process: Each component regulated by the hypervisor dynamically updates its member policy by inserting, deleting, or modifying rules. Whenever there is a change in a member policy, the hypervisor must update the composed policy accordingly. A naive policy-update mechanism can incur large overhead even for a single rule change in one member policy. In this section, we first introduce a strawman solution that has high update overhead. Then we describe a solution that enables efficient updates using a simple algebra of rule priorities.

**Strawman solution:** A straightforward solution to the policy update problem is to recalculate the entire composed policy whenever there is a change in a member policy. After obtaining the new composed policy, the hypervisor deletes all the existing rules on switches and installs new rules. This incurs tremendous switch overhead as even inserting one rule in one member policy would lead to deleting all old rules and installing the new rules. A quick fix is to calculate and install the difference between the old policy and the new one. After we first introduce a strawman solution that has high update overhead, we give an algorithm for computing rule priorities. We also prove it is correct and show how to use it to handle different update operations.

### 3.1 Add for Parallel Composition

In a parallel composition $P + Q$, if rule $r_3$ is generated from rule $p_1 \in P$ and rule $q_1 \in Q$, we assign $r_3.priority$ to be the sum of $p_1.priority$ and $q_1.priority$, i.e.,

$$r_3.priority = p_1.priority + q_1.priority.$$  

To illustrate this concept, we show how to compute table $A = M + R$ in Figure 4. Here, rule $q_1$ in $Q$ is computed from $m_1$ and $r_1$ in $R$, so it is assigned priority $m_1.priority + r_1.priority = 2$. When we insert a new rule $r_3$ that matches $dstip = 1.0.0.3$ in to $R$ (the rule in bold in routing table $R$ in Figure 3), we only need to compose this rule with the rules in $M$. This results in two rules as shown in bold in Figure 4: one is computed from $r_3$ and $m_1$, the other is computed from $r_3$ and $m_2$. We only need to compute and install these two rules on the switch for this update, because other rules do not have any change in their content or priorities.

One may wonder whether such a simple algorithm could introduce ambiguities or even faults into the composed policy. Consider the following example.

$$p_1.priority = 12 \quad q_1.priority = 8 \quad r_1.priority = 12 + 8 = 20$$

$$p_2.priority = 8 \quad q_1.priority = 12 \quad r_2.priority = 8 + 12 = 20$$

$r_1$ is composed from $p_1$ and $q_2$ and is assigned priority $20$; $r_2$ is composed from $p_2$ and $q_1$ and is also assigned priority $20$. One may wonder whether a packet can match both $r_1$ and $r_2$, and since they have the same priority, whether the composed policy would be ambiguous. This is not possible. Recall that the pattern of $r_1$ is the intersection of $p_1$ and $q_2$ and that the pattern of $r_2$ is the intersection of the patterns of $p_2$ and $q_1$. Consequently, if a packet can match $r_1$ and $r_2$ then it matches all of $p_1$, $q_2$, $p_2$, and $q_1$. Hence the packet will also match a rule in $R$ with priority $24$, which is produced during the composition of rule $p_1$ and $q_1$. Formally, we can prove that as long as the member policies are not ambiguous\(^2\), the composed policy is also not ambiguous and is correct, as stated in the following lemma.

**Lemma 1.** Let $p_t$ be the highest priority rule in $P$ that matches a packet $t$ and $q_t$ be the highest priority rule in $Q$ that matches $t$. Let $r_k$ be composed from $p_t$ and $q_t$ in $R = P + Q$ with priority calculated by Equation 1. Then $r_k$ is the highest priority rule in $R$ that matches $t$.

\(^2\)A policy is called ambiguous if there are two rules that can match the same packet and have the same priority.
Specifically, let a priority is represented as a fixed-width bit string. Doing so makes it easier to implement in hardware. In the equation, "v concatenates two priorities, where each priority is assigned to a packet that matches t. The following two equations for their priorities.

Proof. We prove this by contradiction. Suppose there is a rule that matches t and has a higher priority than , i.e.,

Let be computed by and . Since matches t, so , matches t and qj matches t. We have the following two equations for their priorities.

Therefore, we have

With this inequality, we can derive that either

But this contradicts the fact that is the highest priority rule in P that matches t and qj is the highest priority rule in Q that matches t.

3.2 Concatenate for Sequential Composition

In a sequential composition , if is composed from and qk ∈ Q, then we assign to be the concatenation of p, , and qk, , i.e.,

In the equation, "v concatenates two priorities, where each priority is represented as a fixed-width bit string. Doing so enforces a lexicographic ordering on the pair of priorities. Specifically, let and , then  and only if or and and .

3In practice, because of the limited bits of priority, the hypervisor must limit the priorities each component may use.
Let \( r_{i'} \) be constructed from \( p_i \in P \) and \( q_j \in Q \). Since \( r_{i'} \) matches \( t \), we know that \( p_i \) matches \( t \) and \( q_j \) matches the packet set after applying \( p_i \) to \( t \). We have the following two equations for their priorities.

\[
r_k.\text{priority} = p_i.\text{priority} \odot q_j.\text{priority},
\]

\[
r_{i'}.\text{priority} = p_{i'}.\text{priority} \odot q_{j'}.\text{priority}.
\]

Therefore, we have

\[
p_i.\text{priority} \odot q_j.\text{priority} \geq p_{i'}.\text{priority} \odot q_{j'}.\text{priority}
\]

With this inequality, we can derive that either

\[
p_{i'}.\text{priority} \geq p_i.\text{priority}
\]

or

\[
p_{i'}.\text{priority} = p_i.\text{priority} \land q_{j'}.\text{priority} > q_j.\text{priority}.
\]

In the former case, it contradicts the fact that \( p_i \) is the highest priority rule in \( P \) that matches \( t \). In the latter case, \( p_{i'}.\text{priority} = p_i \) because policies are unambiguous. Then \( q_{j'}.\text{priority} \) becomes the highest priority rule in \( Q \) that matches the packet set after applying \( p_i \) to \( t \). This contradicts the fact that \( q_j \) be the highest priority rule in \( Q \) that matches the packet set after applying \( p_i \) to \( t \).

**Remark 1.** By lemma 1, lemma 2 and induction on the structure of policies, we can generalize our algorithm to compute compositions of more than two policies connected by parallel and sequential operators, e.g., \((P \odot Q) \gg (R \odot S)\).

**Remark 2.** The algorithm remains correct when member policies are ambiguous. More specifically, when member policies are ambiguous it is straightforward to show that a packet will match a rule generated from one of the rules with highest priority in each member policy.

### 3.3 Processing Update Operations

Using the rule priority arithmetic described above, a hypervisor can handle a variety of different kinds of member policy updates. Let \( P \) and \( Q \) be two member policies and \( R \) be the composed policy. We handle rule updates in \( P \) or \( Q \) as follows.

**Rule addition:** When a rule \( p^* \) is inserted in to \( P \) (or \( q^* \) in to \( Q \)), the hypervisor will compose this rule with each rule in \( Q \) (or \( P \)). For each computed new rule in \( R \), it is assigned priority according to Equation 1 or 2 depending on the composition operator. The newly generated rules are sent to switches. Existing rules are left untouched.

**Rule deletion:** When a rule \( p^* \) is deleted from \( P \) (or \( q^* \) from \( Q \)), the hypervisor locates all rules in \( R \) that are generated from this rule and deletes them from the switch. All other rules are left untouched.

**Rule modification:** When a rule \( p^* \) is modified in \( P \) (or \( q^* \) in \( Q \)), the hypervisor will compose this rule with each rule in \( Q \) (or \( P \)). For each \( (p^*, q_j) \) pair (or \( (p_i, q^*) \) pair), there are 4 possibilities. (1) It generates a rule for \( R \) before but does not generate a rule now (e.g., because of a pattern change): we delete the old rule. (2) It generates a rule for \( R \) before and generates a rule now: we modify the rule if it changes. (3) It does not generate a rule for \( R \) before but generate a rule now: we insert the new rule. (4) It does not generate a rule for \( R \) before and does not generate a rule now: no change is needed.

### 4. Evaluation

In this section, we present a preliminary evaluation of our incremental update algorithm and compare it against the strawman solution. The experiments include policy updates on two representative composition examples: (1) a parallel composition of a monitoring policy and a routing policy, and (2) a sequential composition of a load balancing policy and a routing policy. We compare the following two metrics in the experiments.

- **Computation overhead:** The number of rule pairs examined by the algorithm while generating the new, composed policy.
- **Rule-update overhead:** The number of flowmods generated by the algorithm for the new, composed policy.

**Parallel composition:** In this experiment, we compose a monitoring policy \( M \) and a routing policy \( R \) in parallel as similar to Table 2. Initially, \( M \) and \( R \) have 50 rules each. They are randomly generated. Then we randomly generate 5 to 15 update operations for each of \( M \) and \( R \). Each update operation either adds, deletes, or modifies a rule with the same probability. We repeat the update 100 times and show the average of computation overhead and rule-update overhead in Figure 5(a). We can easily see that the incremental update solution outperforms the strawman solution. It reduces the computation overhead by 4X and rule-update overhead by 5X. Moreover, we can see that the rule-update overhead is higher than the computation overhead. For the strawman solution, the reason is that it deletes almost all existing rules and then installs new rules. Thus, it almost doubles the overhead. For the incremental update solution, the reason is that it uses pointers to delete rules in the composed policy that correspond to deleted rules in member policies, and thus very little computation is incurred for deletion operations.

**Sequential composition:** In this experiment, we compose a load balancing policy \( L \) and a routing policy \( R \) sequentially, as in Table 2. Similarly to the previous experiment, initially we have 50 rules in each of \( L \) and \( R \). They are randomly generated. Then we randomly generate 5 to 15 update operations for each of \( L \) and \( R \). Each operation either adds, deletes or modifies a rule with the same probability. We repeat the update 100 times and present the average of computation overhead and rule-update overhead in Figure 5(b). Again our incremental update solution outperforms the strawman solution. It reduces the computation overhead by 4X and rule-update overhead by 5X. There are also two other interesting observations. First, the overheads are smaller than the ones in the parallel composition experiment. This is because in sequential composition many pairs of member rules do not generate a composed rule. Hence there are fewer total rules in the composed policy than in the parallel composition experiment. Second, the rule-update overhead is smaller than the computation overhead, which is different than in the parallel composition experiment. The reason is also similar to the first observation. When there is a member rule change, we have to compose this member rule with all member rules in the other member policy, but most of them do not generate a composed rule. Therefore, the rule-update overhead is smaller than the computation overhead.
5. CONCLUSION

A compositional network hypervisor can simplify network management by allowing different applications written in different languages, or on different platforms, to work together to process the same traffic. A major challenge that arises when implementing such a hypervisor involves developing algorithms for correct, efficient, and real-time processing of rule updates from different applications. This paper presents a novel algorithm for such updates. Moreover, we analyze the correctness of our algorithm and show experimentally that it can significantly reduce update overhead as compared to the strawman solution. There are many interesting topics for future work, such as adding support for rule timeouts, adding support for OpenFlow 1.3 [14], and integrating the incremental update mechanism with consistent update mechanisms to enable efficient, network-wide updates that preserve consistency properties [15, 16, 17].
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