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O(
√
logn) APPROXIMATION TO SPARSEST CUT IN Õ(n2) TIME∗
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Abstract. This paper shows how to compute O(
√
logn)-approximations to the Sparsest Cut

and Balanced Separator problems in Õ(n2) time, thus improving upon the recent algorithm of
Arora, Rao, and Vazirani [Proceedings of the 36th Annual ACM Symposium on Theory of Comput-
ing, 2004, pp. 222–231]. Their algorithm uses semidefinite programming and requires Õ(n9.5) time.
Our algorithm relies on efficiently finding expander flows in the graph and does not solve semidef-
inite programs. The existence of expander flows was also established by Arora, Rao, and Vazirani
[Proceedings of the 36th Annual ACM Symposium on Theory of Computing, 2004, pp. 222–231].
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1. Introduction. Partitioning a graph into two (or more) large pieces while
minimizing the size of the “interface” between them is a fundamental combinatorial
problem. Graph partitions or separators are central objects of study in the theory of
Markov chains and geometric embeddings, and they are a natural algorithmic primi-
tive in numerous settings, including clustering, divide and conquer algorithms, PRAM
emulation, VLSI layout, and packet routing in distributed networks. Since finding
optimal separators is NP-hard, one is forced to settle for approximation algorithms
(see [29]).

The following are some of the basic problems in this class. We are given a graph
G = (V,E) with specified capacities ce for every edge e. Let n

.
= |V |, m .

= |E|.
For any cut (S, S̄) where S̄ = V \ S and |S| ≤ n/2, the edge expansion of the cut
is E(S, S̄)/ |S|, where E(S, S̄) is the total capacity of the edges crossing the cut. In
the Sparsest Cut problem we wish to determine the cut with the smallest edge
expansion:

(1) α(G) = min
S⊆V,|S|≤n/2

E(S, S̄)

|S| .

A cut (S, S̄) is c-balanced if both S, S̄ have at least cn vertices. We will assume
throughout this paper that c ≤ 1/3. In the minimum c-Balanced Separator

problem we wish to determine αc(G), the minimum expansion of c-balanced cuts. In
the Graph Conductance problem we wish to determine
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(2) Φ(G) = min
S⊆V,E(S)≤E(V )/2

E(S, S̄)

E(S)
,

where E(S) denotes the sum of degrees (in terms of edge capacities) of nodes in S.
Efforts to design good approximation algorithms for these NP-hard problems

have spurred the development of many subfields of theoretical computer science. The
earliest algorithms relied on spectral methods introduced—in the context of Rieman-
nian manifolds—by Cheeger [12] and improved by Alon and Milman [3] and Alon [2].
Though this connection between eigenvalues and conductance yields only a weak ap-
proximation (the worst-case approximation ratio is n), it has had enormous influence
in a variety of areas, including random walks, pseudorandomness, error-correcting
codes, and routing.

Leighton and Rao [22] designed the first true approximation by giving O(log n)-
approximations for Sparsest Cut and Graph Conductance and O(log n)-
pseudoapproximations for the minimum c-Balanced Separator. They used a lin-
ear programming relaxation of the problem based on multicommodity flows proposed
in [28]. Leighton, Rao, and others used similar ideas to design approximation algo-
rithms for numerous NP-hard problems; see the surveys [29, 30]. Furthermore, efforts
to improve these ideas led to progress in other areas, such as fast computations of
multicommodity flows and packing-covering linear programs [31, 27, 16] and efficient
geometric embeddings of metric spaces [23]; see also [7].

Recently, Arora, Rao, and Vazirani [6] designed an O(
√
logn)-approximation al-

gorithm. They use semidefinite programming (SDP), a technique introduced in ap-
proximation algorithms by Goemans and Williamson [17]. The running time of the
Arora–Rao–Vazirani (ARV) algorithm is dominated by the solution of this SDP, which
takes Õ(n9.5) time1 using interior point methods [1]. (Here and in the rest of the paper
Õ(·) notation is used to suppress polylogarithmic factors.) New techniques in high-
dimensional geometry introduced by their analysis have already found use in several
recent manuscripts, most significantly in one that makes progress on a longstanding
open question about the embeddability of �1 spaces into �2 [11].

The ARV paper also outlined an alternative approximation algorithm using ex-
pander flows. These are multicommodity flows in the graph whose demand graph (i.e.,
the weighted graph with weights dij on edge {i, j}, where dij is the flow shipped be-
tween nodes i, j) is an expander. This flow can be seen as an embedding of the demand
graph in the host graph, and thus this idea is descended from the work of Leighton
and Rao, who showed how to approximate Sparsest Cut by embedding the com-
plete graph (which, in particular, is an expander) in the host graph. The important
difference here is the edge congestion, i.e., maximum amount of flow using an edge.
The flows exhibited by Arora, Rao, and Vazirani are efficient enough to work with
a
√
logn factor lower congestion than Leighton–Rao flows. Thus these flows can be

used to certify that the expansion is Ω(α(G)/
√
logn). (Note that determining graph

expansion is coNP-complete [9], so we cannot expect to have succinct certificates that
prove that the expansion is exactly α(G).)

In addition to being an interesting graph theoretic fact—analogous to, say, the
approximate max-flow min-cut theorem that underlies Leighton and Rao’s result—

1The earlier version of this paper, which appeared in FOCS 2004, incorrectly stated the running
time of the interior point solver as Õ(n4.5). The correct running time bound, as stated here, is
deduced as follows: a typical interior point solver takes Õ(

√
n) iterations, and in each iteration, the

running time is dominated by solving an m×m system of linear equations, where m = O(n3) is the
number of constraints. This takes Õ(n9) time. See [10, pp. 618–619] for details.
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the existence of such expander flows seems to hint at a faster version of the ARV
approximation algorithm for Sparsest Cut. After all, computation of multicom-
modity flows is a highly developed area today. Thus an approximation algorithm for
Sparsest Cut could try to route a multicommodity flow in the graph and modify it
using eigenvalue computations that check if the current demands form an expander.
If an expander flow exists (given a certain upper bound on congestion), then the final
multicommodity flow would converge to it. If the expander flow does not exist, the
algorithm would presumably find a very sparse cut that “proves” this fact. The au-
thors of [6] suggested this approach for designing faster algorithms, though the best
algorithm they could come up with used the ellipsoid method, and hence it was even
less efficient than the SDP-based one.

This paper presents an Õ(n2)-time randomized algorithm that uses expander
flows to compute an O(

√
logn)-approximation to Sparsest Cut. This essentially

matches the running time of the best implementations of Leighton and Rao’sO(log n)-
approximation (due to Benczúr and Karger [8], the last paper in a long line of work).
Our algorithm computes an expander flow in a sparse weighted graph that is obtained
by Benczúr and Karger using a (nontrivial) random sampling on the original graph.
This expander flow suffices to certify the expansion of the original graph. Furthermore,
the algorithm produces, in addition to expander flows, a distribution on O(log n)
balanced cuts, which can be viewed as an �1 metric and thus can be embedded in
�22. Then we use the ideas of Arora, Rao, and Vazirani to obtain the O(

√
logn)-

approximate sparsest cut from this metric. Our algorithm can also yield expander
flows in any weighted graph on m edges in Õ(m2) time.

We note that the ideas of Arora, Rao, and Vazirani [6] have led to O(
√
logn)-

approximation using SDPs for many other problems. Recently, Arora and Kale [5]
gave a more general primal-dual schema for SDPs which they use to design a variety
of fast approximation algorithms for many of these problems. They cannot improve
the running time below Õ(n2) for Sparsest Cut and Balanced Separator if
one insists on O(

√
logn)-approximation. But they can get Õ(n1.5 + m) time for

O(log n)-approximation, which improves upon the best running times known for the
Leighton–Rao approach. Khandekar, Rao, and Vazirani [19] had earlier achieved
Õ(n1.5 + m) time for O(log2 n)-approximation, which was improved by Orecchia et
al. [26] to O(log n)-approximation with the same running time.

Overview of methodology. As mentioned, we find sparse cuts by finding ex-
pander flows. We first use the sparsification technique of Benczúr and Karger to
transform our graph to a sparse weighted graph in which m = Õ(n). The value of the
sparsest cut is essentially unchanged, so we find expander flows in the sparse graph.

The ARV approach to finding expander flows involves solving a linear program
(LP), which has exponentially many constraints to stipulate the condition that the
demand graph be an expander. Specifically, if the amount of flow leaving each node
is D, then for each cut (S, S) one has a constraint stating that the amount of flow
crossing that cut (i.e., whose source and sink are on opposite sides) is proportional
to D · min

{|S| , ∣∣S∣∣}. Though the separation problem for this LP is NP-hard, one
can use the eigenvalue approach to design an approximate separation oracle. Thus
the ARV algorithm consists of using this efficient separation oracle and the ellipsoid
method to find a feasible flow.

The main idea in our paper is to use a primal-dual framework instead of the
ellipsoid method. We note that the LP for finding expander flows also has both
packing and covering constraints (i.e., linear inequalities with nonnegative coefficients
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and right-hand sides with both less than and greater than constraints). While many
papers have efficient algorithms for packing and covering problems, we do not see how
to solve it efficiently using conventional approaches such as [27]. We choose to go with
an unconventional choice, the Freund–Schapire method [15] for approximately solving
a two-person zero-sum game. It is possible that our results can be derived using more
standard analyses, especially that of Young [31] or Garg and Könemann [16]. However,
the advantage of the game theoretic setting is that it naturally allows us to introduce
nonlinearity in the payoff function, as explained in the few lines around (7). Besides,
we find the game theoretic setting more natural. (We have a longer survey article
on such “multiplicative weights update” algorithms [4] that explains the relationships
among these different algorithms and gives a single meta-algorithm that generalizes
all of them.)

One has several choices for how to represent expander flows in the zero-sum
game, and the obvious ones do not result in fast algorithms (for some failed ideas
see section 3). The correct choice is to ignore the flow and to instead maintain
the demands. The game is defined so that near-optimal solutions yield demands
corresponding to an expander flow—more precisely, a “pseudoexpander flow,” which is
“almost” an expander flow. The need for considering pseudoexpander flows arises from
a lack of precision, which comes from two sources. First, we are using approximate
flow algorithms and eigenvalue computations anyway. Second and more importantly,
we design the game by paying careful attention to its “width” parameter to ensure
a quick convergence. For both these reasons, the final solution to the game is fairly
coarse, but an expander flow is such a robust object that anything even remotely
resembling it can easily be turned into a true expander flow.

We design our algorithm by giving efficient strategies for both players and proving
that repeatedly playing these strategies causes them to converge to the optimum
value of the game in O(log n) rounds. To make our strategies for the players run in
Õ(n2) time, we use a combination of random sampling (above and beyond the use of
the Benczúr–Karger technique at the very start), approximate min-cost concurrent
multicommodity flow computations, and approximate eigenvalue computations. The
outline appears in section 3, and subsequent sections fill in the details. We note that
when the game fails to result in an expander flow, one can produce an approximately
optimum sparsest cut; this part relies on [6].

Our algorithm uses some well-known ideas not explained in the literature in the
exact form needed here. Therefore we have included the proofs in the appendix.

2. Freund–Schapire technique. We start by describing Freund and Schapire’s
method for adaptively solving a two-person zero-sum game. (As they note, the method
itself is quite old.) The game has two players, the row player and the column player,
who choose their moves from sets R, C, respectively. We let N denote |R|; the size
of C will play no role. For i ∈ R, j ∈ C let M(i, j) denote the payoff from the row
player to the column player when they play these moves. If the row player chooses
his strategy i from a distribution D = {p1, p2, . . . , pN} over R, the expected payoff to
the column player is

∑
i∈R piM(i, j), which we denote by M(D, j). We assume that

M(i, j) ∈ [�, u] for some parameters �, u. Let ρ = u−�; this is called the width of theM;
it will affect the running time of the algorithm above. Define μ(i, j) = (M(i, j)−�)/ρ,
so μ(i, j) ∈ [0, 1]. Similarly, for a distribution D = {p1, p2, . . . , pN} on R, define
μ(D, j) =∑i∈R piμ(i, j). Consider the following algorithm:
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The Multiplicative Weights Algorithm

Fix an ε < 1
2 . For all i ∈ R, initialize the weights wi

(1) = 1. In every round
t, for t = 1, 2, . . . , T :

1. The row player chooses strategy i ∈ R with probability pi
(t) =

wi
(t)/Φ(t), where Φ(t) =

∑
iwi

(t). Let this distribution be D(t).
2. The column player chooses a strategy j(t) ∈ C and obtains the ex-

pected payoff M(D(t), j(t)).
3. The row player updates the weights as

wi
(t+1) = wi

(t) · (1− ε)μ(i,j
(t)).

The following theorem gives guarantees on the total expected loss to the row
player in terms of the total expected loss of the best fixed row strategy in hindsight.
The proof appears in Appendix D.

Theorem 1. For any δ > 0, let ε = δ/2ρ, T = 4ρ2 ln(N)/δ2. Then the Multi-
plicative Weights Algorithm guarantees that, for any distribution D over R,

(3)
1

T

T∑
t=1

M(D(t), j(t)) ≤ 1

T

T∑
t=1

M(D, j(t)) + δ.

By von Neumann’s min-max theorem, the zero-sum game has an associated game
value. Call it λ∗. Let D∗ be the row player’s optimum distribution, namely, the D that
minimizes maxj∈C M(D, j). Then the value of the game is λ∗ = maxq∈C M(D∗, q). By
definition, for every distribution D overR, we have maxj∈C M(D, j) ≥ λ∗. An optimal
play for the column player for a given distribution D for the row player is a j ∈ C
which achieves this maximum. We have the following easy corollary to Theorem 1.

Corollary 2. If the column player plays optimally in each round, then

λ∗ ≤ 1

T

T∑
t=1

M(Dt, jt) ≤ λ∗ + δ.

This holds even if we assume that the column player plays near optimally, i.e., always
ensures that the payoffs are ≥ λ∗.

Proof. The fact that 1
T

∑T
t=1 M(D(t), j(t)) ≥ λ∗ follows because in each round t,

the payoff M(D(t), j(t)) is at least λ∗. Now, consider the distribution P on C which
assigns a probability measure of 1

T to each j(t) for t = 1, 2, . . . , T (aggregating measure

for repeated j(t)’s). By von Neumann’s min-max theorem, there is a strategy i ∈ R
for the row player such that the expected payoff to the column player if he chooses
his strategy j ∈ C using the distribution P is at most λ∗; i.e., for some i ∈ R,
1
T

∑T
t=1 M(i, j(t)) ≤ λ∗. Choosing the distribution D to be the one that chooses i

with probability 1, we get that the right-hand side of inequality (3) is at most λ∗ + δ,
as required.

3. Expander flows and algorithm overview. This section defines expander
flows and outlines the main ideas in our algorithm for finding them.

All weighted graphs in this paper are symmetric; that is, dij = dji for all node
pairs i, j. We call di =

∑
j dij the degree of node i. We emphasize that degrees can

be fractions (i.e., less than 1).
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A multicommodity flow in an unweighted graph G = (V,E) is an assignment of
a demand dij ≥ 0 to each node pair {i, j} such that we can route dij units of flow
between i and j and can do this simultaneously for all pairs without violating any
edge capacities. We refer to the weighted graph (dij) as the demand graph of the flow.
All weighted graphs in this paper are symmetric; that is, dij = dji for all node pairs
i, j. We call di =

∑
j dij the degree of node i. We emphasize that degrees can be

fractions (i.e., less than 1). Given a subset S ⊆ V the demand crossing the cut (S, S̄)
is the capacity of the cut (S, S̄) in the demand graph, i.e., d(S, S̄) =

∑
i∈S,j∈S̄ dij .

Definition 1. A demand graph of a set of demands {dij} is a D-regular β-
expander if it has maximum degree at most D and for any subset S ⊆ V such that
|S| ≤ n/2 the demand crossing the cut (S, S̄) satisfies

d(S, S̄) ≥ βD|S|.
Note that we have relaxed D-regularity and require only maximum degree D; this

is without loss of generality [6] since one could add self-loops to raise all degrees to
D.

Lemma 3. If a graph G admits a multicommodity flow whose demand graph is a
D-regular β-expander, then its expansion is at least βD.

Proof. Let dij be the demands in the D-regular β-expander flow. Then for any
S ⊆ V with |S| ≤ n/2, the capacity of the cut (S, S̄) must be at least the demand
crossing it. Thus,

E(S, S̄) ≥ d(S, S̄) ≥ βD|S|,

which implies that E(S,S̄)
|S| ≥ βD. Thus, the expansion of G is at least βD.

We will refer to such a flow as an expander flow for short. Another notion we will
need is that of a pseudoexpander flow.

Definition 2. A demand graph of a set of demands {dij} is a D-regular (c, β)-
pseudoexpander if it has maximum degree at most D and for any subset S ⊆ V such
that cn ≤ |S| ≤ n/2 the demand crossing the cut (S, S̄) satisfies

d(S, S̄) ≥ βD|S|.
Notice that a D-regular β-expander flow is, in particular, a D-regular (γ, β)-

pseudoexpander flow for each γ. Just like expander flows, pseudoexpander flows can
be used to obtain lower bounds on the expansion of balanced cuts.

Lemma 4. If a graph G admits a multicommodity flow whose demand graph is a
D-regular (c, β)-pseudoexpander, then the expansion of all c-balanced cuts is at least
βD.

This lemma is proved just as before. The following theorem of Arora, Rao, and
Vazirani [6] shows that the notions of expander flows and pseudoexpander flows allow
us to obtain O(

√
logn)-approximations to the expansions of the Sparsest Cut and

minimum c-Balanced Separator, respectively.
Theorem 5 (see [6]). There is a constant β0 > 0 such that every graph G =

(V,E) admits a D-regular β0-expander flow, where D = Ω(α(G)/
√
log n). Fur-

ther, every graph G admits a D-regular (c, β0)-pseudoexpander flow, where D =
Ω(αc′(G)/

√
logn) for some c′ ≤ c.

The essence of our work is to show how to efficiently compute such expander
flows. To understand this algorithm it helps to first look at an LP whose feasibility
is implied by the above theorem. Let D be the degree of interest; think of it as a
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“constant” in the LP, not as a variable. Let β be an expansion parameter to be set
later.

For all simple paths p in the graph, we have a nonnegative variable fp. Let Pij be
the set of paths connecting node pair {i, j}, Pi∗ be the set of paths originating from
node i, and PS,S̄ be the set of paths having end points on either side of the cut S, S̄.
In the following LP, we use the notation “∀S” to refer only to subsets of vertices of
size at most n/2. The task of routing a D-regular β-expander flow can be expressed
as checking feasibility of the following Primal LP:

∀i :
∑

p∈Pi∗

fp ≤ D,

∀e :
∑

p: e∈p

fp ≤ ce,

∀S :
∑

p∈PS,S̄

fp ≥ βD|S|.(4)

The LP for D-regular (c, β)-pseudoexpander flows is the same as the one above
except that the third set of constraints is over only subsets of vertices S such that
cn ≤ |S| ≤ n/2. We give a unified treatment of both LPs, and in the following sections,
whenever a subset of vertices S occurs, it is implicitly assumed that |S| ≤ n/2, and,
in the case of the c-Balanced Separator problem, |S| ≥ cn. We will need to use
the constant c even in the context of Sparsest Cut, and in this case we set c = 1

3 .
As outlined in [6], the Primal LP can be solved to near optimality in polynomial

time by an ellipsoid-like method, using an eigenvalue computation as a separation
oracle. To design a better algorithm we aim to associate a zero-sum game with it and
use the Freund–Schapire framework. Since the algorithm in that framework maintains
a distribution on all pure row strategies, it is important to work with games where the
number of pure row strategies is polynomial. In particular, we need a polynomial-size
representation of the flow. The standard representation uses variables fije for each
demand pair (i, j) ∈ V × V and edge e ∈ E. We do not know how to formulate our
algorithm using this representation, and even if we did, the number of variables (i.e.,
number of pure strategies for the row player) would be Ω(n2m), which would be a
lower bound on the running time.2 The idea instead is to not use any representation
of the flows at all and to maintain only the demands dij . Now the number of variables

is
(
n
2

)
, and so we at least have a prayer of achieving Õ(n2) running time.

The design of the zero-sum game is inspired by the Dual LP to (4). In this
Dual LP we have nonnegative variables si, we, zS corresponding to vertex i, edge e,
and subset S ⊆ V , respectively:

min D
∑
i

si +
∑
e

cewe − βD
∑
S

|S|zS

∀ij, ∀p ∈ Pij : si + sj +
∑
e∈p

we −
∑

S: i∈S,j∈S̄

zS ≥ 0.(5)

The Primal is feasible iff the optimum of the Dual LP is nonnegative. Repre-
sent the Primal LP in matrix form as Af̄ ≤ b, f̄ ≥ 0, where f̄ is a vector of flow

2Note that it is possible to use random sampling to reduce the number of nonzero demands
to O(n logn); in fact this is done during every iteration of our algorithm while computing the best
response for the column player. However, the Freund–Schapire update rule seems to require updating
the distribution on all row strategies, and indeed we update all n2 demands at every iteration.
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assignments to paths. Then, given a candidate flow f̄ , one could show that it is in-
feasible if (by Farkas’ lemma, iff) one demonstrates a vector x̄ = 〈s̄, w̄, z̄〉 of Dual

variables such that x̄�Af̄ ≥ 0 but x̄�b < 0. In other words, a candidate flow f̄ will
be infeasible if one demonstrates Dual variables x̄ such that the linear combination

∑
p

fp

⎛
⎝si + sj +

∑
e∈p

we −
∑

S: i∈S,j∈S̄

zS

⎞
⎠ ≥ 0

but the Dual objective

D
∑
i

si +
∑
e

cewe − βD
∑
S

|S|zS < 0.

The crucial observation is that the set of paths in the constraints of (5) can be re-
stricted to just the shortest paths between the {i, j} pairs under edge weights we. In
this case, all the flow between a pair of nodes {i, j} can be aggregated into a demand
dij .

The above discussion leads naturally to the following two-person zero-sum game
(our algorithm will use a modified version of this game). The row player’s strategy
set contains the node pairs {i, j}, and he tries to show feasibility of the Primal LP
by producing a set of candidate demands dij corresponding to node pairs {i, j}, such
that

∑
i<j dij = 1

2nD. Thus { dij
1
2nD
}ij is a distribution on pure strategies, which

will be updated using the Freund–Schapire rules. As already mentioned, these dij ’s
correspond to demands for a multicommodity flow problem; we emphasize that the
demands need not correspond to a routable flow; in other words, routing them could
require gravely exceeding edge capacities.

The column player tries to foil the row player in his task of showing feasibility by
picking dual variables x̄ = 〈s̄, w̄, z̄〉 such that the following hold:

1. The Dual objective

D
∑
i

si +
∑
e

cewe − βD
∑
S

|S|zS < 0:

We ensure this by making him choose x̄ from the polytope P1 of 〈s̄, w̄, z̄〉
satisfying

(6) D
∑
i

si +
∑
e

cewe ≤ βnD;
∑
S

|S|zS = n.

Note here that we have replaced the strict inequality by a nonstrict one; in
the analysis of the algorithm this will not matter. Intuitively, this is because
for points x̄ ∈ P1, the Dual objective with any larger expansion parameter
β′ > β is strictly negative.

2. The linear combination

∑
ij

dij

⎛
⎝si + sj + min

p∈Pij

{∑
e∈p

we

}
−

∑
S: i∈S,j∈S̄

zS

⎞
⎠ ≥ 0:

We make this linear combination the payoff of the game, so the column player
always tries to get a nonnegative payoff. The payoff for the pure row strategy
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{i, j} and a column strategy x̄ ∈ P1 is fij(x̄)
.
= si+sj+lij(x̄)−

∑
S:i∈S,j∈S̄ zS ,

where lij(x̄)
.
= minp∈Pij{

∑
e∈p we} is the length of the shortest path from i

to j with respect to weight function we. Given a set of demands d̄ = {dij}ij ,
define the payoff function

(7) v(d̄, x̄)
.
=
∑
ij

dijfij(x̄) =
∑
i

disi +
∑
ij

dij lij(x̄)−
∑
S

d(S, S̄)zS .

Note that the payoff function is nonlinear due to the presence of lij . Thus,

the expected payoff to the column player for the mixed strategy { dij
1
2nD
}ij is

v(d̄,x̄)
1
2nD

.

We will show that if a D-regular β′-expander flow exists, then the value of the
game is ≤ −2(β′ − β). Thus, if β′ > β, then the value of the game is negative. Thus,
to play near optimally, the column player need only choose x̄ so that the payoff 7
is nonnegative. We will also show that at each step a near-optimal response for the
column player can be computed—using a combination of min-cost concurrent flow,
eigenvalue computations, and random sampling—in Õ(n2) time. The width of the
game is O(n), which implies that the game converges to an approximately optimal
value after Õ(n2) rounds. In fact, we can stop the game as soon as the current
demands are such that the column player cannot force a positive payoff, at which
point the demands are “close enough” to an expander flow and can easily be extended
to a bona fide expander flow (though with expansion somewhat less than β). Thus
the overall running time would be Õ(n2 × n2) = Õ(n4). This is only slightly better
than solving SDPs or LPs.

To achieve a better running time we redesign the game—as well as the column
player—carefully so that the width is actually O(1). Then Theorem 1 implies that
convergence occurs in O(log n) rounds, and the running time is Õ(n2).

4. Implementing the game: Details. Now we give a more detailed analy-
sis. To present the Õ(n2) algorithm we will need a modified game, but first let us
understand the game from the previous section whose payoff is given by (7).

Let the value of this game be λ∗ = mind̄maxx̄
v(d̄,x̄)
1
2nD

. We begin by showing that

if a D-regular β′-expander flow can be embedded in G, for β′ > β, then λ∗ is highly
negative.

Lemma 6. If D-regular β′-expander flow can be embedded in the graph, then the
value of the game is at most −2(β′ − β).

Proof. Let the expander flow assign flow fp ≥ 0 to every path p. We define
d∗ij =

∑
p∈Pij

fp. Since the flow is D-regular, the demands sum to at most 1
2nD. Now

for every x̄ ∈ P1 we have

v(d̄∗, x̄) =
∑
i

d∗i si +
∑
ij

d∗ij lij(x̄)−
∑
S

d∗(S, S̄)zS

≤
∑
i

∑
p∈Pi∗

fpsi +
∑
ij

∑
p∈Pij

fp
∑
e∈p

we −
∑
S

∑
p∈PS,S̄

fpzS

=
∑
i

∑
p∈Pi∗

fpsi +
∑
e

∑
p	e

fpwe −
∑
S

∑
p∈PS,S̄

fpzS

≤
∑
i

Dsi +
∑
e

cewe −
∑
S

β′D|S|zS

≤ −(β′ − β)nD.
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The payoff, being negative, reduces even further if we scale the demands to sum to

exactly 1
2nd, so λ∗ ≤ − (β′−β)nD

1
2nD

= −2(β′ − β).

The same result holds if we consider D-regular (c, β′)-pseudoexpander flows in-
stead in the corresponding game.

It is easily checked that the width of the game is O(n), so convergence may take
Õ(n2) rounds. Now we describe a related game in which the payoffs are truncated, and
so the width is O(1). Then convergence happens in O(log n) rounds, but converting
the near-optimal dij ’s into an expander flow is more difficult.

To reduce width to O(1), we must truncate the payoffs. Let us first truncate
the lij ’s: redefine lij(x̄) = min{minp∈Pij

∑
e∈p we, 1/ε}, where ε is a small constant

defined in section 6. The definitions of fij , v(d̄, x̄) are the same except that they use
this new lij .

Next, we restrict the strategy set of the column player. Let P2 be the polytope
of x̄ = 〈s̄, w̄, z̄〉 satisfying the following:

1. si ≤ 1/ε for all i.
2. zS = 0 whenever |S| < cn.

Then the polytope corresponding to allowable pure strategies for the column player
will be P = P1 ∩ P2, where P1 was defined in (6). Since zS > 0 only for |S| ≥ cn,
and

∑
S |S| zS = n, we have

∑
S zS ≤ 1/c. Now from the definition of fij we see

that for any x̄ ∈ P, −1/c ≤ fij(x̄) ≤ 3/ε. Thus, the width is 1/c+ 3/ε = O(1), and
the Freund–Schapire game played against a near-optimal column player converges in
T = O(log n) iterations.

The final algorithm of Theorem 8 will use binary search on D, and so for the next
few paragraphs assume that D is such that a D-regular β′-expander flow exists. Since
the truncation of the �ij ’s and restriction of the strategy space for the column player
only decreases payoffs (note that the column player is trying to maximize the payoff),
the game value can only decrease. Thus, Lemma 6 still holds for the new game, and
the value of the game is very negative.

This leaves the issue of describing a near-optimal column player that runs in
Õ(n2) time and to show that near-optimal row strategy d̄ can be used to construct an
expander flow. Both issues are addressed in the next theorem (proved in section 6),
which describes a specific column player, Oracle. If d̄ ever is such that Oracle

cannot enforce nonnegative payoff (which must happen close to convergence), then d̄
“almost” represents an expander flow; in fact we obtain a pseudoexpander flow. A
pseudoexpander flow can be used to find either an expander flow or a cut of expansion
O(D).

Theorem 7. There is a randomized procedure, Oracle, which, given a set of
demands d̄, runs in Õ(n2) time and does one of the following:

1. Oracle produces an x̄ ∈ P with v(d̄, x̄) ≥ 0 in which exactly one set S ⊆ V
with at least cn vertices has a nonzero zS.

2. Else, Oracle fails. In this case, a pseudoexpander flow can be constructed
from d̄.

The core of the algorithm runs the Freund–Schapire procedure starting with the
uniform demand vector where dij = 1

2nD/
(
n
2

)
for all pairs {i, j} and using Oracle

as column player. The implementation of Oracle will ensure that, when it fails, the
demands dij must correspond to a pseudoexpander flow, which can be turned into an
expander flow or a cut of low expansion. If Oracle never fails, then we solve the
game to near optimality; in this case we will show that we can efficiently obtain a cut
of low expansion. Thus, we have the following theorem.
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Theorem 8 (main). For some universal constant β, there is a procedure that,
given a graph G and a value D, finds either

1. a D-regular β-expander flow or
2. a cut of expansion at most O(

√
logn ·D).

Furthermore, this procedure runs in time Õ(n2).
If f̄ is a D-regular β-expander flow, then it is easy to check that for any D′ ≤ D,

D′
D · f̄ is a D′-regular β-expander flow. Thus, by starting with a low value of D
and doubling it every time, we can find a value D∗ such that the algorithm finds a
D∗-regular β-expander flow and a cut of expansion at most O(

√
logn · D∗). Thus,

by Lemma 3 we have D∗ ≤ α(G) ≤ O(
√
logn · D∗), and so we have the desired

O(
√
logn)-approximation to the Sparsest Cut.
Theorem 8 makes use of the following analogous theorem concerning pseudoex-

pander flows. This theorem enables us to obtain an O(
√
logn)-pseudoapproximation

to the minimum c-Balanced Separator just as before.
Theorem 9. For some universal constant β, there is a procedure that, given a

graph G and a value D, finds either
1. a D-regular (c, β)-pseudoexpander flow or
2. a c′ balanced cut of expansion at most O(

√
logn ·D) for some c′ ≤ c.

Furthermore, this procedure runs in time Õ(n2).
The algorithm of Theorem 8 actually runs the algorithm of Theorem 9 with

c = 1
3 . At any point where it obtains a D-regular (c, β)-pseudoexpander flow, it

runs the algorithm given by the following lemma (the stipulation on the number of
nonzero demands will be met by random sampling), which shows that we can pass
from a pseudoexpander flow to an expander flow (and when we fail to do so, we can
obtain a reason for the failure in the form of a sparse cut). This lemma is proved in
Appendix B.

Lemma 10. Let fp be a D-regular (c, β)-pseudoexpander flow on a graph G for
c ≤ 1/3. Assume that the flow has nonzero demand on only O(n log n) pairs of
vertices. Then, there is a procedure that in time Õ(n2) finds either

1. a D-regular β2

500 expander flow or
2. a cut of expansion at most 2D.

5. Running time. We make a few remarks on the Õ(n2) running time, which
occurs many times in this paper and, in particular, in the implementation of Oracle.
First, one can reduce the number of nonzero demands to Õ(n) by random sampling.
This is a known technique from existing sparsest cut implementations (see, e.g., [20,
8]), though we occasionally need to add a few simple ideas.

In many places we need to find cuts (S, S̄) where the demand graph fails to expand
(i.e., d(S, S̄) = o(nD)) and the cut is large, namely, |S| = Ω(n). Using the well-known
results of Cheeger and Alon we can do this using approximate eigenvalue computations
on the Laplacian of this sparse graph, which takes Õ(n) time by repeated matrix-
vector products. (This idea has been repeatedly rediscovered, but one reference is
[21].) Using the eigenvector and Theorem 16 we can find cuts (if any exist) where
the demand graph does not expand. Repeating the eigenvector method O(n) times
we try to aggregate these small cuts to have size Ω(n). If this aggregation fails to
produce any large cuts that do not expand, then we can throw away o(n) of the graph
such that in the remaining graph all cuts expand well. (In other words, we have a
pseudoexpander flow already.) Thus the total time is Õ(n2).

The Oracle procedure performs a min-cost concurrent multicommodity flow
computation using the algorithm of Fleischer [14], which also takes time Õ(n2) since
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the number of demands has been reduced to Õ(n) by random sampling.
Finally, we repeat the algorithm of Theorem 9 for successively doubling values of

D. Thus overall, the algorithm for approximating Sparsest Cut takes Õ(n2 · log(UL ))
time, where [L,U ] is a range of values for α(G).

We can bound U
L by O(n) as follows. Let the global min-cut value in the graph

G be C (this value can be approximated to a constant factor in O(m+ n) time using
Matula’s algorithm [24]). Then, for any cut (S, S̄) in the graph with |S| ≤ n/2,
E(S,S̄)

|S| ≥ C
n/2 , so α(G) ≥ 2C

n . On the other hand, the expansion of the min-cut is at

most C, so α(G) ≤ C. Thus, we can take the range of α(G) to be [ 2Cn , C], so that the

O(
√
logn)-approximation algorithm for Sparsest Cut takes Õ(n2) time overall.
Similarly, for c-Balanced Separator, by removing and aggregating minimum

cuts recursively as long as the total size of the removed subgraph is less than cn, we
get an O(n)-approximation to αc(G). This is because of the following. Let (S, S̄)
be the minimum c-Balanced Separator with cn ≤ |S| ≤ n/2, and let C be its
capacity. As long as the aggregate number of nodes removed is less than cn, we do
not have all of S. Thus, if Ci is the capacity of the minimum cut removed in the ith
step of the recursion, then Ci ≤ C. Note that the final cut has size between cn and
cn+(1−c)n/2 and is thus c-balanced since c ≤ 1/3. Let (S′, S̄′) be this final cut with
cn ≤ |S′| ≤ n/2, and let its capacity be C′ and expansion be α′. Clearly αc(G) ≤ α′.
Furthermore, we have C′ ≤∑iCi ≤ cn ·C, since there are at most cn recursive steps.
Finally, we have

α′ =
C′

|S′| ≤
C′

cn
≤ C ≤ n

2
· C|S| =

n

2
αc(G),

which gives us the desired n/2-approximation.
Since we may have to aggregate O(n) minimum cuts, the total amount of time

needed to obtain the O(n)-approximation is O(mn) = Õ(n2). Thus, the O(
√
logn)

pseudoapproximation algorithm for the c-Balanced Separator takes Õ(n2) time
as well.

6. Implementing ORACLE. In this section we prove Theorem 7. Let ε1, ε2
be suitably chosen small constants, and set ε = min{ε1, ε2} for the truncated payoff.
Recall that given the demand vector (i.e., distribution on row strategies) d̄ we are
trying only to build a response (i.e., pure column strategy) x̄ such that the payoff
v(d̄, x̄) ≥ 0. When we fail to build such a response we have to use d̄ to exhibit a
pseudoexpander flow.

In each of the following cases, Oracle attempts to exploit certain characteristics
of the demands to find a suitable x̄; if it fails, execution falls through to the next
case. To facilitate the search, Oracle may temporarily neglect part of the demands;
however, the final x̄ it finds gives payoff ≥ 0 even with the original demands.

Case 1: Many large degrees.
Sort the vertices in decreasing order by di.
Case 1a. If the largest ε1βn degrees account for more than ε1nD demand, then

we can find a x̄ ∈ P with nonnegative payoff by setting si = 1/ε1 for all these vertices.
Set zS = 2 for any S with n/2 vertices. All other variables are 0. Since d(S, S̄) ≤ 1

2nd,
we have

v(d̄, x̄) ≥ ε1nD · (1/ε1)− d(S, S̄) · 2 ≥ nD − nD ≥ 0.

Case 1b. Otherwise, Oracle modifies the demand graph. Vertices with the top
ε1βn degrees have their demands set to 0. The remaining degrees must be at most
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D
β : otherwise, the removed demands sum up to at least ε1βn · Dβ = ε1nD, which we
assume is not the case. The total demand discarded is at most ε1nD. Execution falls
through to the next case.

Case 2: A large nonexpanding cut.
First, Oracle applies the Benczúr–Karger reduction to the (modified) demand

graph to reduce it to a set of O(n log n) nonzero demands such that all cuts (in
particular, degrees too) are approximately preserved. Let Gd be the demand graph

obtained this way. Oracle runs the procedure FindLargeCut(Gd,
D
β ,

c
2 ,

β2

2 ) (see

Lemma 19 in Appendix A). This runs in Õ(n2) time since there are only O(n log n)
nonzero demands in Gd.

Case 2a. Suppose it gives c
2 -balanced cut S with expansion at most β2

2 · Dβ = β
2D.

The demand discarded in Case 1 is at most ε1nD ≤ 2ε1
c |S|D = β

2D|S| if we set

ε1 = βc
4 . Even including this discarded demand we have d(S, S̄) ≤ βD|S|. Oracle

constructs an x̄ ∈ P with nonnegative payoff by setting zS = n/ |S|, all si = β, and
all other variables are 0. The payoff is

v(d̄, x̄) ≥ nD · β − d(S, S̄) · (n/|S|) ≥ βnD − βnD ≥ 0.

Case 2b. Otherwise, FindLargeCut returns a graph on at least (1− c
2 )n nodes

such that the induced demand graph has expansion least β4

32 · Dβ = β3

32D. The demand
on the nodes left out is discarded. On the entire graph, all c-balanced cuts still expand

by at least β1D for β1 = β3

64 . Execution falls through to the next case.
Case 3: Unroutable demands.
First, Oracle performs random sampling on the demands so that the number of

nonzero demands is Õ(n). In Appendix C, we prove the following lemma via simple
applications of the Chernoff–Hoeffding bounds.

Lemma 11. We can randomly sample the demands to produce new demands, d̃ij ,
of which at most O(n log2 n) are nonzero, so that for any δ > 0, with probability at
least 1− n−Ω(logn), we have

∀i : d̃i ≤ di +D,

∀S, n/2 ≥ |S| ≥ cn : d̃(S, S̄) ≥ (1− δ)d(S, S̄),

∀x̄ ∈ P :
∑
ij

dij lij(x̄) < nD =⇒
∑
ij

d̃ij lij(x̄) < 7nD.

Now, Oracle sets all si = 0, and since lij(x̄)’s are truncated, the optimum choice
of we’s corresponds to solving the following LP:

Maximize
∑
ij

d̃ij lij subject to

∀ij, ∀p ∈ Pij : lij ≤
∑
e∈p

we,

∀ij : lij ≤ 1/ε2,∑
e

cewe ≤ βnD.(8)

We show how to approximately solve the above LP by considering the dual. This
can be thought of as a min-cost max-concurrent flow problem, which can be solved
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in sparse graphs in Õ(n2) time using the algorithm of Fleischer [14]. Consider the
following instance of a min-cost max-concurrent flow problem: for every pair {i, j} we
associate demand d̃ij . We also associate a pseudoedge between every pair {i, j} with
infinite capacity and cost b = 1/(βε2nD). Any real edge e has cost 0 and its original
capacity ce. We impose the budget constraint 1 on the total cost of the flow. We get
the following LP and its dual:

max t, min
∑
e

cew
′
e + φ′

∀ij :
∑

p∈Pij

y′p + t′ij ≥ d̃ijt, ∀ij : l′ij ≤ bφ′,

∀e :
∑
p	e

y′p ≤ ce, ∀ij, ∀p ∈ Pij : l′ij ≤
∑
e∈p

w′
e,

b
∑
ij

t′ij ≤ 1,
∑
ij

d̃ij l
′
ij ≥ 1.(9)

Oracle solves this LP using Fleischer’s algorithm to within a constant multiplicative
factor, say 2. The algorithm runs in Õ(n2) time since there are only O(n log2 n)
nonzero demands.

The algorithm also yields the weights we such that 2t ≥ ∑e cew
′
e + φ′. We also

get a flow yp with congestion C by setting C = 1/t and scaling all y′p and t′ij by C to
get yp and tij . This routes all but

∑
ij tij of the demands with congestion C.

Next, we get a feasible solution we and lij for LP (8): let k = βnD/(
∑

e cew
′
e +

φ′) ≥ βnD ·C/2, and scale up the w′
e, l

′
ij , φ

′ by k to get we, lij , φ. Since
∑

e cewe+φ =

βnD,
∑

e cewe ≤ βnD and φ ≤ βnD; so bφ ≤ 1/ε2 as needed. Also,
∑

ij d̃ij lij =∑
ij d̃ij l

′
ij · k ≥ βnDC/2.

Case 3a. If C > 14/β, then
∑

ij d̃ij lij > 7nD, so
∑

ij dij lij ≥ nD. Then Oracle

constructs an x̄ ∈ P by using the given settings for we and lij and assigning zS = 2
for some S with n/2 vertices. Other variables are all 0. Then

v(d̄, x̄) ≥ nD − d(S, S̄) · 2 ≥ nD − nD ≥ 0.

Case 3b. Otherwise, C ≤ 14/β; then the Oracle fails. We then get a pseudoex-
pander flow as explained below.

6.1. Finding a pseudoexpander flow. The flow yp obtained by Oracle just
before it failed routes all but

∑
ij tij of the total demand with congestion at most 14/β.

We discard the tij demands, which amount to at most
∑

ij t
′
ij/t ≤ (1/b)·C ≤ 14ε2nD.

The remaining demands are D
β +D regular. If we choose δ = 1

2 in Lemma 11, then

after random sampling, all c-balanced cuts have expansion at least β1

2 D. By setting

ε2 = β1c
56 , the total demand discarded is at most β1c

4 nD. Thus, all c-balanced cuts

still have expansion at least β1

4 D. We then scale the flow by β
14 so that the congestion

becomes 1, all degrees are at most D, and all c-balanced cuts have expansion at least
β2D for β2 = β1β

56 . Thus, we end up with a D-regular (c, β2)-pseudoexpander flow.

7. Finding a cut of expansion within O(
√
logn) of optimal. In this sec-

tion we finish the proof of Theorem 9 (as noted earlier, Theorem 8 follows using
Lemma 10). Recall that the idea is to do binary search on degree D and try to find
a D-regular pseudoexpander flow by solving the game. We already proved in the
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previous section that if the oracle fails within O(log n) rounds, then we can find a D-
regular (c, β2)-pseudoexpander flow. Thus to finish the proof of Theorem 8 we show
that if Oracle does not fail in T = O(log n) rounds, then we can find a c′-balanced
cut of expansion O(

√
logn ·D) for some c′ ≤ c.

Let d̄t be the demand vector produced in the tth iteration of the algorithm. Let
x̄t ∈ P be the corresponding vector produced by Oracle. Let x̄∗ = 1

T

∑
t x̄

t be the
vector obtained by averaging Oracle’s responses for all T rounds. Let its elements
be s∗i , w

∗
e , z

∗
S. Then we have the following lemmas.

Lemma 12. For any d̄, v(d̄, x̄∗) ≥ − δ
2nD

Proof. We first show that v(d̄, x̄∗) ≥ 1
T

∑
t v(d̄, x̄

t). The only nonlinear part in
v(d̄, x̄) is lij(x̄), so it suffices to prove that lij(x̄

∗) ≥ 1
T

∑
t lij(x̄

t). If lij(x̄
∗) = 1/ε, then

since 1/ε is an upper bound on all lij(x̄
t), the inequality holds trivially. Otherwise,

lij(x̄
∗) is the length of shortest path from i to j under the corresponding we’s. Let

this path be p. The length of p under any x̄t is at least lij(x̄
t). Averaging the lengths

of p under all x̄t we get exactly lij(x̄
∗), which is thus at least 1

T

∑
ij lij(x̄

t).

Now, by Theorem 1 (scaled up by 1
2nD) we have

v(d̄, x̄∗) ≥ 1

T

∑
t

v(d̄, x̄t) ≥ 1

T

∑
t

v(d̄t, x̄t)− δ

2
nD ≥ − δ

2
nD,

since for all t Oracle ensures that the payoff v(d̄t, x̄t) ≥ 0.
Lemma 13. We can construct a unit vectors v1, v2, . . . , vn such that 1

4

∑
ij ‖vi−

vj‖2 = c(1− c)n2 and for all pairs i, j, 1
4‖vi − vj‖2 =

∑
S: i∈S,j∈S̄

|S|
n z∗S.

Proof. First we note that
∑

S
|S|
n zS = 1 for any x̄ ∈ P. There are N = O(log n)

sets S with nonzero z∗S . We construct vectors in R
N , with a coordinate for each such

set S. For any vertex i, construct vector vi by setting vi(S) = ±
√

|S|
n z∗S depending

on whether i ∈ S or i ∈ S̄. Note that ‖vi‖2 =
∑

S
|S|
n zS = 1. Also, for any pair i, j,

the vector vi − vj has nonzero coordinates only for S such that i ∈ S, j ∈ S̄. Thus,
1
4‖vi − vj‖2 =

∑
S: i∈S,j∈S̄

|S|
n z∗S. So,

1

4

∑
ij

‖vi−vj‖2 =
∑
ij

∑
S: i∈S,j∈S̄

|S|
n

z∗S =
∑
S

|S|
n

z∗S ·
⎡
⎣ ∑
ij: i∈S,j∈S̄

1

⎤
⎦ =

∑
S

|S|
n

z∗S ·|S||S̄|.

Since z∗S = 0 only if the cut (S, S̄) is c-balanced, we have |S||S̄| ≥ c(1 − c)n2 for all
such S, and hence

1

4

∑
ij

‖vi − vj‖2 ≥
∑
S

|S|
n

z∗S · c(1− c)n2 = c(1− c)n2.

We need the following theorem from [6].
Theorem 14 (see [6]). Let v1, v2, . . . , vn be vectors of length at most 1, such that

1
4

∑
ij ‖vi − vj‖2 ≥ c(1 − c)n2. Let we be weights on edges, and let α :=

∑
e cewe.

Then there is an algorithm which runs in Õ(mn) time, and finds a cut of value C
which is c′-balanced for some constant c′ ≤ c, such that there exists a pair of nodes i, j
with the property that the graph distance between i and j is at most O(

√
log n · αC ) and

‖vi − vj‖2 ≥ s, where s is a constant. Furthermore, this is true even if any fixed set
of τn nodes is prohibited from being i or j for some small constant τ . The constants
c′, s, τ depend only on c.
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Theorem 15. If Oracle fails, then we can find a cut with expansion at most
O(
√
logn ·D) in Õ(n2) time.
Proof. Since for any d̄, v(d̄, x̄∗) ≥ − δ

2nD, in particular, for any pair {i, j}, if we
choose the demands dij =

1
2nD and dk� = 0 if {k, �} = {i, j}, we conclude that

s∗i + s∗j + lij(x̄
∗)−

∑
S: i∈S,j∈S̄

z∗S ≥ −δ

=⇒ s∗i + s∗j + min
p∈Pij

{∑
e∈p

w∗
e

}
≥

∑
S: i∈S,j∈S̄

|S|
n

z∗S − δ.

For convenience, let Δ(i, j) = minp∈Pij{
∑

e∈p w
∗
e}. Construct the unit vectors

v1, v2, . . . , vn of Lemma 13. Then for all pairs {i, j}, we have s∗i + s∗j + Δ(i, j) ≥
1
4‖vi − vj‖2 − δ.

Since
∑

i s
∗
i ≤ βn, at most τn nodes have s∗i > β/τ . Let all such vertices form

the set A. We apply Theorem 14 to G with A being the τn forbidden vertices and
the weights w∗

e on the edges. Let c′, s, τ be the constants given by Theorem 14. Note
that α =

∑
e cew

∗
e ≤ βnD. We thus get a cut of value C such that there is a pair of

vertices i, j with the following properties:
1. s∗i , s

∗
j ≤ β/τ ;

2. the graph distance of i, j in G is at most O(
√
logn·α/C) = O(

√
logn·nD/C);

and
3. ‖vi − vj‖2 ≥ s.

Now suppose that in the algorithm we set the parameters β = sτ
32 and δ = s

16 so that
s
4 − 2β

τ − δ = s
8 . Then we conclude that Δ(i, j) ≥ s

8 . Hence, we have O(
√
logn ·

nD/C) ≥ s
8 . Thus C

c′n ≤ O(
√
logn ·D). This implies that the expansion of the cut

found is at most O(
√
logn ·D), as required. Since we have only O(n log n) edges in

the graph, this procedure runs in Õ(n2) time.

8. Conclusions. Though our approximation ratio is O(
√
logn), the constants

inside the O(·) are not great. The game’s definition uses a constant β that is likely
to be quite small, less than 0.1. The use of the Alon–Cheeger inequality degrades the
constants further. We plan to explore whether the constants can be improved—either
theoretically or in practice.

Though our running time of Õ(n2) seems tough to improve (in particular it arises
in several places in this paper), one could conceivably get Õ(m), that is, near-linear.
This would involve looking inside the various results such as those of Benczúr and
Karger and Fleischer (or Garg and Könemann) that are used in black-box fashion
here. A challenging open problem is to obtain a polylogarithmic approximation to
the Sparsest Cut problem in near-linear time. Currently, the fastest such algorithms
appear in [5] and [26] and obtain an O(log n) approximation in Õ(m+ n1.5) time.

Appendix A. Sparse cuts via eigenvalue computations. For a weighted
graph G where the weight for pair {i, j} (j could possibly be the same as i to allow for
self-loops) is dij , the Laplacian L of G is the n× n symmetric matrix with rows and
columns indexed by nodes in G, such that L = D−1/2(D −A)D−1/2, where D is the
diagonal matrix of (weighted) node degrees, and A is the (weighted) adjacency matrix
of the graphG. We assume here that no node has zero degree. The smallest eigenvalue
of L is 0 corresponding to the eigenvector 〈√d1,

√
d2, . . . ,

√
dn〉�. The following well-

known theorem that arises from the work of Alon and Cheeger (for a proof see [13])
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shows that the second smallest eigenvalue of L gives us useful information about the
conductance of G (defined in (2)).

Theorem 16 (Alon and Cheeger). Let the conductance of a weighted graph G
with n vertices and m edges be Φ(G). Let the Laplacian of the graph be L, and denote
its second smallest eigenvalue by λL. Then

2Φ(G) ≥ λL ≥ Φ(G)2

2
.

Furthermore, suppose we are given a vector x such that
∑

i

√
dixi = 0, where di is the

degree of node i. Let λ := x�Lx
x�x

. Then there is a procedure SweepCut(G, x) that in

time Õ(m+ n) finds a cut with conductance at most
√
2λ.

The procedure SweepCut(G, x) operates as follows. Assume that the coordi-
nates of x are ordered in increasing value, x1 ≤ x2 ≤ · · · ≤ xn. For 1 ≤ k ≤ n − 1,
let Sk = {1, 2, . . . , k}. Then the theorem shows that one of the cuts (Sk, S̄k) has
conductance at most

√
2λ, and thus it can be found in time Õ(m+ n).

The optimal x for this procedure is an eigenvector belonging to the second smallest
eigenvalue of L. Computing this eigenvector may be computationally expensive if λL
is very close to 0. However, for our application, we need only find a cut of conductance
less than some prespecified constant β > 0. In this case, it suffices to find a vector

x such that its λ value is at most β2

2 . For this, we can use the power method, as
explained in the following lemma.

Lemma 17. Let λ > λL be a given parameter. Then we can find a vector x such

that
∑

i

√
dixi = 0 and x�Lx

x�x
≤ λ using O( logn

λ−λL
) matrix vector products with the

matrix L.
Proof. An eigenvector of L for the 0 eigenvalue is y = 〈√d1,

√
d2, . . . ,

√
dn〉�.

Furthermore, the largest eigenvalue of L is at most 2. Thus, the matrix 2I−L− 1
y�y

yy�

is positive semidefinite with largest eigenvalue 2−λL. To get a vector x with Rayleigh
quotient at least 2−λ, we can use the power method with a random start. The analysis
of [21] indicates that the method succeeds with constant probability in O( log n

λ−λL
)

iterations.

Lemma 18. There is a randomized procedure, FindCut(G, λ), which finds a cut
of conductance at most

√
2λ in G or, with constant probability, concludes correctly

that G has conductance at least λ
4 . The procedure requires O( log n

λ ) matrix vector
products with the Laplacian of G.

Proof. Let λL be the second smallest eigenvalue of the Laplacian of G. If
λL ≤ 1

2λ, then with constant probability, O( log n
λ ) iterations of the power method,

as described in Lemma 17, suffice to find the desired x. Once x is found, we can run
SweepCut(G, x) to find a cut of conductance at most

√
2λ. Otherwise, if λL ≥ 1

2λ,
then by Theorem 16, G has conductance at least 1

2λ.
One can iterate the FindCut procedure to find c-balanced separators.

Lemma 19. There is a procedure that, given a weighted graph G with degrees
bounded by D, a fraction 0 < c ≤ 1/3, and a expansion bound β > 0, uses FindCut

O(n) times and produces either a c-balanced cut with edge expansion at most βD or

a graph on at least (1 − c)n vertices of expansion at least β2

8 D.
Proof. For a graph G, let GD be the graph G with each node augmented with

(weighted) self-loops to make the weighted degree exactly D. This ensures that a cut
of conductance φ in GD has expansion at least φD. We repeatedly use FindCut to
get cuts of expansion less than βD and aggregate them. The resulting cut (S, S̄) also
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has expansion less than βD. Once we have a large enough (i.e., at least cn nodes) S,
we return it. Note that the final size of S is at most cn+ (1− c)n/2; even so, the cut
(S, S̄) is still c-balanced since c ≤ 1/3.

Now, if at some point FindCut can no longer find cuts of expansion less than
βD, then with constant probability, the second smallest eigenvalue of the Laplacian

of the remaining (augmented) graph is at least β2

4 . Thus, by Theorem 16, every

cut in the remaining graph has expansion β2

8 D. This procedure, FindLargeCut,
is given below. The success probability can be boosted up using standard repetition
techniques. Here, G \ S is the subgraph induced on the vertex set V \ S.

Procedure FindLargeCut(G,D, c, β)
// Returns a cut of expansion of expansion at most βD or
// a subgraph of G of size at least (1 − c)n with expansion at

least β2

8 D
Initialization: S ← φ

while FindCut((G\S)D, β2

2 ) finds a cut (T, T̄ ) of conductance
at most β
S ← S ∪ T
end while
if |S| ≥ cn then return the cut (S, S̄)
else return the graph (G \ S)

Appendix B. Pseudoexpander flows. In this section we show how, given a
pseudoexpander flow, we can either convert it into an expander flow or find a sparse
cut.

Definition 3. A D-regular multicommodity flow (fp) is called a (c, β)-pseudo-
expander flow if every c-balanced cut expands well. Formally

∀S, n/2 ≥ |S| ≥ cn :
∑

i∈S,j∈S̄

∑
p∈Pij

fp ≥ βD|S|.

We recall Lemma 10 here.

Lemma 10. Let fp be a D-regular (c, β)-pseudoexpander flow on a graph G for
c ≤ 1/3. Assume that the flow has nonzero demand on only O(n log n) pairs of
vertices. Then, there is a procedure that in time Õ(n2) finds either

1. a D-regular β2

500 expander flow or
2. a cut of expansion at most 2D.

Proof. First, we note that fp is clearly also a (1/3, β)-pseudoexpander flow since
c ≤ 1/3. Let Gf be the demand graph for the given pseudoexpander flow. Let D be
its Laplacian, and let λD be the second smallest eigenvalue of D.

First, we run FindLargeCut(Gf , D, 1/3, β2 ). Since Gf is the demand graph of
a (1/3, β)-pseudoexpander flow, the procedure cannot return a cut (S, S̄) in Gf that

is 1/3 balanced with expansion less than β
2D. Thus, it returns a subset of vertices S

of size at most n/3 such that the induced subgraph Gf \S has expansion at least β2

32 .

Now, let L be the set S along with n/3 − |S| arbitrarily removed nodes of S̄,
and let R = V \ L. Note that |L| = n/3 and |R| = 2n/3. We form a flow network
by connecting all nodes in L to a single (artificial) source with edges of capacity
2D and all nodes in R to a single (artificial) sink with edges of capacity D, and we
compute the max flow in the network (with all original graph edges in G retaining
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their capacities). The flow computation runs in Õ(n2) time using the algorithm of
Goldberg and Tarjan [18] since the graph is sparse.

Suppose the flow does not saturate all source edges. Then its value is less than
2D · |L| = 2nD/3. Let (T, T̄ ) be the min-cut found, with T being the side of the cut
containing the source. Let n� = |T ∩ L| and let nr = |T̄ ∩ R|. Then the capacity
of the original graph edges cut is at most 2nD/3− 2D(n/3− n�)−D(2n/3− nr) =
D[2n� + nr − 2n/3]. Note that 2n� ≤ 2|L| = 2n/3 and nr ≤ |R| = 2n/3, and so the
capacity of the cut is at most D[2n�+nr− 2n/3] ≤ 2Dmin{n�, nr}. The smaller side
of the cut contains at least min{n�, nr} nodes, and hence the expansion of the cut
found is at most 2D.

Otherwise, suppose that the flow does saturate all source edges. Let ḡ be this
flow. Consider the flow h̄ = 1

2 f̄ + 1
4 ḡ. Then h̄ is a D-regular flow. We claim that it is

a β2

500 expander flow.
Let (T, T̄ ) be a cut in the graph, with |T | ≤ |T̄ |. Let x = |T ∩L| and y = |T ∩R|.

Now we have two cases:
1. x ≥ β2

200y:
Since ḡ pumps 2D flow into every node in T ∩ L, which eventually goes into
the sink, at least 2Dx flow must cross the cut (T, T̄ ). Thus, in the flow h̄, at
least 1

2Dx flow crosses the cut (T, T̄ ). Thus, the expansion of the cut (T, T̄ )
is at least

1
2Dx

x+ y
≥

1
2Dx

x+ 200
β2 x

≥ β2

500
D

since β ≤ 1.

2. x ≤ β2

200y:
Define U = T ∩ R. Note that U ⊆ S̄, and y = |U | = |T ∩ R| ≤ |T | ≤ n/2,
since |T | ≤ |T̄ |. Thus, |S̄ \ U | ≥ |S̄| − n/2 ≥ 2n/3 − n/2 = n/6. Thus, we
conclude that min{|U |, |S̄\U |} ≥ y/3. Now since the subgraph of Gf induced

by S̄ has expansion at least β2

32D, at least β2

32Dmin{|U |, |S̄ \ U |} ≥ β2

100y flow
in f̄ must leave the set U . Since f̄ is D-regular, at most Dx of this flow can

terminate in nodes in T ∩ L. Thus, since x ≤ β2

200y, at least β2

200Dy flow in

f̄ crosses the cut (T, T̄ ). So in h̄, at least β2

400Dy flow crosses the cut (T, T̄ ).
Thus, the expansion of the cut (T, T̄ ) is at least

β2

400Dy

x+ y
≥

β2

400Dy

y + β2

200y
≥ β2

500
D

since β ≤ 1.

Appendix C. Random sampling on the demands. We now describe how
to randomly sample the demands to reduce the number of nonzero demands to
O(n log2 n) while still preserving degrees, expansion of large cuts, and the values
of lij(x)’s.

Recall that we only perform the random sampling if the steps corresponding to
choosing the si’s and the zS ’s do not result in a x̄ that has positive payoff. Therefore

∀i : di ≤ D

β
,

∀S, n/2 ≥ |S| ≥ cn : d(S, S̄) ≥ β1D|S| ≥ β1cnD.
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For random sampling, we choose the probability distribution D over pairs of
nodes, where the probability of {i, j} is pij = dij/Z, where Z =

∑
k� dk� ≤ 1

2nD.
Now we form the multiset S by choosing m independent samples {i, j} from D. Thus,
in each of the m rounds, we choose only 1 pair, for a total of m pairs. Set indicator
random variable Xs

ij = 1 or 0 depending on whether we choose {i, j} on the sth trial,
1 ≤ s ≤ m. Finally, set the new sampled demands to be

d̃ij =
Z
∑

s X
s
ij

|S| .

We use the following version of the Chernoff–Hoeffding bounds from [25].
Lemma 20. Let X =

∑
Xs be the sum of m independent identically distributed

random variables in [0, 1] such that E[Xs] = μ. Let δ > 0 be any small error parame-
ter, and let b(δ) = (1 + δ) ln(1 + δ)− δ. Then

Pr[X/m ≥ (1 + δ)μ] < e−mb(δ)μ.

If δ > 2e − 1, the upper bound above can be replaced by 2−m(1+δ)μ. For δ < 1, we
have

Pr[X/m ≤ (1− δ)μ] < e−mδ2μ/2.

Now we prove Lemma 11, which asserts that the sampled demands approximate
the original ones well with high probability if the number of samples is Ω(n log2 n).

Lemma 11. We can randomly sample the demands to produce new demands, d̃ij ,
of which at most O(n log2 n) are nonzero, so that for any δ > 0, with probability at
least 1− n−Ω(logn), we have

∀i : d̃i ≤ di +D,

∀S, n/2 ≥ |S| ≥ cn : d̃(S, S̄) ≥ (1− δ)d(S, S̄),

∀x̄ ∈ P :
∑
ij

dij lij(x̄) < nD =⇒
∑
ij

d̃ij lij(x̄) < 7nD.

Proof. Let m = Ω(n log2 n) be the number of samples.
1. Fix any i. Define, for all 1 ≤ s ≤ m, Xs =

∑
j X

s
ij . All Xs ∈ {0, 1} and have

expectation di/Z. Define X =
∑

s Xs. Then X/m = d̃i/Z. Set δ = D
di
. Now

we have two cases:
(a) δ ≤ 2e− 1:

Then di ≥ D
2e−1 ≥ D/6, and hence di/Z ≥ 1/3n. By Lemma 20, we

conclude that

Pr[d̃i ≥ di +D] = Pr[X/m ≥ (1 + δ)(di/Z)]

< e−mb(δ)di/Z

≤ e−mb(β)/3n

since δ = D
di
≥ β, and so b(δ) ≥ b(β).

(b) δ ≥ 2e− 1:
Then (1 + δ)di/Z > D/Z ≥ 2/n. By Lemma 20, we conclude that

Pr[d̃i ≥ di +D] = Pr[X/m ≥ (1 + δ)(di/Z)]

< 2−m(1+δ)di/Z

< 2−2m/n.
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If m = Ω(n log2 n), then any such event happens with probability at most
n−Ω(logn). By the union bound over all n nodes,

Pr[∃i : d̃i ≥ di +D] < n−Ω(logn).

2. Fix any S. Define, for all 1 ≤ s ≤ m, Xs =
∑

i∈S,j∈S̄ Xs
ij . All Xs ∈ {0, 1} and

have expectation d(S, S̄)/Z. Define X =
∑

s Xs. Then X/m = d̃(S, S̄)/Z ≥
2β1c. By Lemma 20, we conclude that

Pr[d̃(S, S̄) ≥ (1− δ)d(S, S̄)] < e−mδ2d(S,S̄)/2Z ≤ e−δ2β1cm.

If m = Ω(n log2 n), then any such event happens with probability at most

e−Ω(n log2 n). By the union bound over at most en choices of S,

Pr[∃S, |S| > n/5 : d̃(S, S̄) ≥ (1− δ)d(S, S̄)] < e−Ω(n log2 n).

3. Fix an x̄ ∈ P. Let we be the weight function on edges specified by x̄. Note
that since we truncate all path lengths to be at most 1/ε2, we may assume
that all we ≤ 1/ε2. We discretize the space of all possible weight functions
on edges as follows. Let the number of edges be N = O(n log n). We round
the we values downwards to the closest multiple of 1/N to obtain the point
x̃ ∈ P. The number of possible such discretized weight functions is bounded
by (N/ε2)

N = eO(n log2 n).
With some abuse of notation, let lij = lij(x̄) and l̃ij = lij(x̃). The discretiza-

tion ensures that |lij − l̃ij | ≤ 1. Since case 1 holds with high probability, we

may assume that all d̃i ≤ di +D. Thus, |∑ij d̃ij lij −
∑

ij d̃ij l̃ij | ≤
∑

ij d̃ij ≤
nD.
Define, for all 1 ≤ s ≤ m, Xs = ε2

∑
ij X

s
ij l̃ij . All Xs ∈ [0, 1] (as l̃ij ≤

ε−1
2 ) and have expectation μ = ε2

∑
ij dij l̃ij/Z. Define X =

∑
s Xs. Then

X/m = ε2
∑

ij d̃ij l̃ij/Z. Now, if
∑

ij dij lij < nD, then
∑

ij dij l̃ij < nD,

and so μ < ε2nD/Z. Let 1 + δ = 6ε2nD/Z
μ . Note that δ > 2e − 1, and

(1 + δ)μ ≥ 12ε2. By Lemma 20, we conclude that

Pr

⎡
⎣∑

ij

d̃ij lij > 7nD

⎤
⎦ ≤ Pr

⎡
⎣∑

ij

d̃ij l̃ij > 6nD

⎤
⎦

≤ Pr[X/m > (1 + δ)μ]

< 2−m(1+δ)μ

< 2−12ε2m.

Applying the union bound to all the eO(n log2 n) possible discretized metrics,
we obtain that if m = Ω(n log2 n), then

Pr

⎡
⎣∃x̄ ∈ P :

∑
ij

dij lij < nD but
∑
ij

d̃ij lij > 7nD

⎤
⎦ ≤ e−Ω(n log2 n).

Finally, the union bound over all three cases implies that the stipulation of the lemma
holds with probability at least 1− n−Ω(logn).
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Appendix D. Proof of Theorem 1. Recall Theorem 1.
Theorem 1. For any δ > 0, let ε = δ/2ρ, T = 4ρ2 ln(N)/δ2. Then the Multi-

plicative Weights Algorithm guarantees that, for any distribution D over R,

1

T

T∑
t=1

M(D(t), j(t)) ≤ 1

T

T∑
t=1

M(D, j(t)) + δ.

Proof. We use the value Φ(t) =
∑

i∈R wi
(t) as a potential function and track

changes in it as t increases. We have, for t ≥ 1,

Φ(t+1) =
∑
i∈R

wi
(t+1)

=
∑
i∈R

wi
(t) · (1− ε)μ(i,j

(t))

≤
∑
i∈R

wi
(t) · (1− εμ(i, j(t))) ∵ (1− ε)x ≤ 1− εx for x ∈ [0, 1]

= Φ(t)[1− εμ(D(t), j(t))] ∵ D(t) = {w1
(t)/Φ(t), . . . , wN

(t)/Φ(t)}
≤ Φ(t) exp(−εμ(D(t), j(t))) ∵ (1− x) ≤ exp(−x).

Thus, by induction, we get that

Φ(T+1) ≤ Φ(1) exp

(
−ε

T∑
t=1

μ(D(t), j(t))

)
= N exp

(
−ε

T∑
t=1

μ(D(t), j(t))

)
.

On the other hand, we have for any i ∈ R,

Φ(T+1) ≥ wi
(T+1) = (1 − ε)

∑T
t=1 μ(i,j(t)).

Putting these together, and taking logarithms and simplifying using the fact that
− ln(1− ε) ≤ ε(1 + ε) for ε < 1

2 , we get that for any i ∈ R,
T∑

t=1

μ(D(t), j(t)) ≤ (1 + ε)

T∑
t=1

μ(i, j(t)) +
lnN

ε
.

Since this holds for all i ∈ R, given any distribution D over R, by summing up the
inequalities for all i with weights given by D, we get that

T∑
t=1

μ(D(t), j(t)) ≤ (1 + ε)

T∑
t=1

μ(D, j(t)) + lnN

ε
.

Substituting μ(D(t), j(t)) = (M(D(t), j(t))− �)/ρ, we get

1

T

T∑
t=1

M(D(t), j(t)) ≤ 1

T

T∑
t=1

[M(D, j(t)) + ε(M(D, j(t))− �)] +
ρ lnN

εT
.

We bound (M(D, qt)− �) ≤ ρ, and then using the specified values of ε and T we get
(3).
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