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• Kyle Jamieson, CS room 305
– Office hours on demand and by appointment
• Follow link to Princeton Web Appt. Scheduling System 

(WASS) from course home page
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Instructor and office hours

• Timeslots coincide with 
key project milestones

– And by mail request to 
kylej, I’ll add timeslots



• Opento graduate students
– Assume a basic familiarity with networking concepts

• Opento interested undergraduates with necessary 
experience/background
– COS-461/equivalent required, COS-318/333/equivalent helpful
– And with permission of the instructor

• Mostly taken by CS students who want to extend their networking 
background to wireless

• But, also accessible to students with more of an EE background
– But need to read up on networking  (see reading list)
– Consider programming experience as well

Prerequisites
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• Class meeting time: Tue/Thu 1:30–2:50 PM
– Room: CS Building, Room 301

• Project milestone meetings by appointment

• Final project demos by appointment on Dean’s date

• Exceptionsto regular meeting time: 
– Feb 28 (Tuesday) àMar 1 (Wednesday)

• Will send Doodle poll, ask for your cooperation to reschedule
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Meeting times



• Lectures: Introduce concepts, build up background knowledge
– ”Essential reading” in each sub-area
– Introduction to the Physical layer

• Reading discussions: Dive deeper into each sub-area
– Some “test-of-time,” others current and timely
– Exercise your critical thinking on exciting current research
• Compare proposed solutions
• Discuss applicability and limitations

• Project: individual or in pairs, hands-on
– Topic is flexible;you choose it with consultation from me
– Organized in multiple phases...

Course Contents
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Readings
• ~40 research papers (some optional), varying coverage
– Lots of ACM SIGCOMM & MobiCom, USENIX NSDI
– Some “time-tested,” others “hot”

• Explore the most important and recent developments in:
–Wireless local-area, wide-area networking
–Mobility, Interference, performance diagnosis
–Wireless sensing and localization
– Boutique:RFID, backscatter, general hacking w/signals

• Available on class web page; print them yourself
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1. Understand the state of the art in wireless networks, 
network architecture, and wireless sensing systems

2. Understand how to do research in wireless

3. Investigate novel ideas in the above areas through a 
hands-on, semester-long research project
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Goals of the Class



• To develop taste in research
– What constitutes a good research problem?  What constitutes 

convincing scientific evidence that a design solves a problem?

• To develop “systems maturity”
– Ability to reason about sound computer system designs

• To develop skills in delivering clear technical explanations in 
informal settings
– Might be encountered during one-on-one job interview 

meetings with engineers or academics
– Or in grad school, or at work
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Soft outcomes



Class Communication
• Web:www.cs.princeton.edu/courses/archive/spring17/cos598A
– Primary means of communicationwith you
– Calendar, coursework, policies, announcements, and errata
– Your responsibility: check web page daily!

• Piazza news and discussion forum (Princeton COS 598A)
– Detailed, interactive technical discussions on the papers
– Your responsibilities:
• Enroll in Piazza site after class, check your email daily!
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Class Grading
• 50%project, broken down into:
– 15% proposal
– 25% project status report, demo, code/design walkthru
– 60% final report and demo (both written and presented)

• 20%“chalk talk” presentation of a paper in class
– PowerPoint slides may used if desired

• 30%class participation, broken down into:
– 50% paper reviews of selected readings (1 per class meeting)
– 50% starting a discussion on your “chalk talk” paper on Piazza, 

and contributing to others’ discussions
10



Evaluating a Paper
• Longer ago published, more you can judge impact:
– Does everyone use systems now derived from it?

• Recent papers: more on cleverness, promise

• Other contributions possible:
– Thorough investigation of complex phenomenon
– Comparison that brings sense to an area



How to Read a Research Paper Critically
• Print the papers and take notes as you read
– Question assumptions, importance of problem, important 

effects not mentioned by authors
– Write questions to track what you don’t understand

• Don’t let ideas or design details pass until you understand them
– May need to re-read a paragraph or section many times, or 

even discuss it with peers
– Can’t fully understand if the design is good unless you 

understand all the details: be vigilant!



• Online with HotCRPreviewing system, due at start of class
– Summarize paper, strengths, weaknesses
– Pose a non-trivial discussion question & answer

• Read each others’ reviews after yours is submitted

• Graded on a 0-2 scale:
– 0: not turned in at class start, or doesn’t answer question
– 1: answers the question asked 
– 2: precisely, correctly, thoroughly answers the question

• All equal weight; totalcontribution to final grade: 15%

Paper reviews (selected papers)
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HotCRP review form

• Weaknesses/limitations

• Q&A: Your question
– Will discuss in class

• Q&A: Your answer

• Paper summary
– What’s the problem?  How does paper advance knowledge?

• Strengths 
– For older papers, positive impacts?



Chalk talk (selected papers, by reservation)
• Why?  Practice explaining complex systems to your peers

• Prefer you use chalk, really!  Or may use slides, or both

• Presentation must:
– Clearly explain ideas in paper
– Constructively critique ideas and results in paper

• Papers to choose from will be flaggedon class web site, 
allocated first-come, first-serve by emailing instructor after class
– Signup deadline for chalk talks:Friday 2/17

• Presentation contributes 20% of final grade
15



• Chalk talk or slides for 20-30 minutes

• Then open discussion
– Come prepared to lead class discussion after talk
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Chalk talk guidelines



Content of a chalk talk
• Motivation and problem statement

• State main contributions of work (core ideas)

• Description of central design

• Experimental evaluation

• Related work

• Future work

• “Opinion part”
17



Description of central design
• No time to discuss everydetail, so present the most important:
– To understanding how and why the system, design, or 

algorithm works
– To understanding results in the experimental evaluation

• Clarity, not “parroting,” is very important here:
– Often, describe in a top-down fashion
– Start with the overall problem
– Identify parts of the solution, then identifying the sub-parts of 

those parts, & c.
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• What questions do the authors ask in their evaluation?

• What is the authors' hypothesis for each question and why?

• No time to present all results, so present most important

• For any graphyou show or refer to:
– First, explain the axes
– Explain overall trend: why system behaves as it does
– Justify explanation by referring to relevant details of the 

system's designand experiment's design
– Does anything seem anomalous?  Note and try to explain

Experimental evaluation
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• What are the most closely related other systems/results?
– How are they similar?  How are they different?
– Is the difference between the work you are presenting and the 

related work significant?

• Should read citations enough to understand differences

• Should search for related work published after/with the paper

• No need to claim the work you are presenting is “better” or “worse” 
than a particular piece of related work
– Often it is simply that the two pieces of work are different

• But, should articulate the precise difference (e.g.,“this work solves a 
slightly different problem…”)

Related and future work
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• Offer your final critical assessment:
– What are the strengths of the work?

– What are the weaknesses/limitations?

– What important questions are left unanswered?

Opinion part
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1. Logistics and administrivia

2. Course outline: Whirlwind tour, and a  bit more about 
the course project

3. Why is wireless interesting, and intellectually 
challenging?

Today

22
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Part I: Introduction to Wireless
• Sharingthe wireless medium: Medium access control
– Who gets to speak, and what rules do they follow?

Course Outline

x

y

w
✘
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Part I: Introduction to Wireless
• Bit rate control algorithms
– How fast to speak on the wireless medium?

Course Outline

SampleRate (Bicket), 
Minstrel algorithms

Sender Receiver

ack

✘Test higher

ack
Fall back

ack
Test higher …… … Bitrate Transmits Acks

1 0
5 5
1 1

11 Mbits/s
5 Mbits/s

2 Mbits/s
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Course Outline

Architecture and Evaluation of an Unplanned 
802.11b Mesh Network (Bicket et al., MobiCom ‘05)

Part I: Introduction to Wireless
• Mesh networking
– The Roofnetnetwork
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Part I: Introduction to Wireless
• Transport over  Wireless
– How does the Internet’s transport layer interact with wireless?

Course Outline

RFCs. Recently, there has been renewed interest in add-
ing SACKs to TCP. Two relevant proposals are the
recent RFC on TCP SACKs [19] and the SMART
scheme [17].

The SACK RFC proposes that each acknowledgment
contain information about up to three non-contiguous
blocks of data that have been received successfully by
the receiver. Each block of data is described by its start-
ing and ending sequence number. Due to the limited
number of blocks, it is best to inform the sender about
the most recent blocks received. The RFC does not spec-
ify the sender behavior, except to require that standard
TCP congestion control actions be performed when
losses occur.

An alternate proposal, SMART, uses acknowledgments
that contain the cumulative acknowledgment and the
sequence number of the packet that caused the receiver
to generate the acknowledgment (this information is a
subset of the three-blocks scheme proposed in the RFC).

The sender uses this information to create a bitmask of
packets that have been delivered successfully to the
receiver. When the sender detects a gap in the bitmask, it
immediately assumes that the missing packets have been
lost without considering the possibility that they simply
may have been reordered. Thus this scheme trades off
some resilience to reordering and lost acknowledgments
in exchange for a reduction in overhead to generate and
transmit acknowledgments.

3. Implementation Details
This section describes the protocols we have implemented
and evaluated. Table 1 summarizes the key ideas in each
scheme and the main differences between them. Figure 1
shows a typical loss situation over the wireless link. Here,
the TCP sender is in the middle of a transfer across a two-
hop network to a mobile host. At the depicted time, the
sender’s congestion window consists of 5 packets. Of the
five packets in the network, the first two packets are lost on

Name Category Special Mechanisms
E2E end-to-end standard TCP-Reno
E2E-NEWRENO end-to-end TCP-NewReno
E2E-SMART end-to-end SMART-based selective acks
E2E-IETF-SACK end-to-end IETF selective acks
E2E-ELN end-to-end Explicit Loss Notification (ELN)
E2E-ELN-RXMT end-to-end ELN with retransmit on first dupack
LL link-layer none
LL-TCP-AWARE link-layer duplicate ack suppression
LL-SMART link-layer SMART-based selective acks
LL-SMART-TCP-AWARE link-layer SMART and duplicate ack suppression
SPLIT split-connection none
SPLIT-SMART split-connection SMART-based wireless connection

Table 1. Summary of protocols studied in this paper.

1 2 3 4

4 3
2

1
5

5

congestion window = 5

Figure 1. A typical loss situation

TCP Source
Base Station

TCP Receiver
Lossy Link

Packets Stored
at Sender

Packets in Flight

Acknowledgments Returning
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Figure 2: Jigsaw visualization of synchronized trace. Time ap-
pears on the x-axis in us and individual radios (only six shown
here) on the y-axis. At roughly 400 us a client sends a data
frame that is heard by all six radios. However, radio “p4450” is
too far away (signal strength of -88 dBm); the data frame is cor-
rupted and the subsequent ACK is not received. However, more
than enough radios are present to construct a jframe for both
parts of the frame exchange. At 2000 us a different client sends
and it is heard by a different set of radios. Note that p5218 is
too far away to even synchronize with the preamble.

4.2 Frame unification
After bootstrap synchronization, Jigsaw processes all traces in

time order and unifies duplicate frames, called instances, into a sin-
gle data structure called a jframe. Each jframe holds a (universal)
timestamp, the full contents of the frame and the identity of the ra-
dios that heard each instance. Figure 2 provides an example of this
source data as it is being unified. As part of the unification process,
Jigsaw also aggressively resynchronizes the clocks between each
trace to account for skew and drift. We describe the evolution of
our algorithm below.

Basic unification
For each radio trace Jigsaw maintains an instance queue sorted in
time order. The simplest unification approach is to linearly scan
the head of all radio queues and group the instances with the same
timestamps and contents. More concretely, Jigsaw will select the
first valid frame (i.e., FCS was successful) as the representative
instance and then perform content comparisons to find instances
among the candidates. To quickly prune false negatives, Jigsaw
compares frame length, rate, and FCS fields first and short-circuits
the comparison on failure. For partially received or corrupted frames,
Jigsaw cannot perform a full content comparison and simply matches
on the transmitter’s address field (but these frames are not directly
used for any higher-layer reconstruction, and any rare false matches
will have little impact).
However, there are two problems with this approach. First, for

large deployments the linear scan can have tremendous overhead.
In our environment, most jframes contain 10 or fewer instances
and yet we have over 150 simultaneous traces whose queues must
be checked. To minimize this overhead, Jigsaw instead populates a

single priority queue sorted by time with the earliest instance from
each trace. To create a jframe, Jigsaw simply pops this queue until
the timestamp of the next instance differs by a significant amount
and groups the popped instances according to their content (it is still
crucial to compare frame contents since it is possible that distinct
frames may be transmitted simultaneously). Thus, the time to cre-
ate a new jframe is linear in the transmission range of a particular
frame, not the number of radios in the system.
The second problem is that each radio’s clock skews over time.

The 802.11 standard mandates an accuracy of at least 100 PPM
(0.01%) and our experience is that Atheros hardware has far better
frequency stability in practice. However, even good clocks even-
tually diverge. If the time offset between clocks becomes great
enough, then some instances of a given frame may not be correctly
merged into the same jframe. To mitigate this problem, we pop in-
stances from the priority queue until the timestamp at the head of
the queue exceeds some time offset threshold with respect to the
candidate instances — i.e., a “search window.” Some of these addi-
tional frames may have identical content with the other candidates
and Jigsaw will group them into the jframe, while the others are in-
serted back into the priority queue. Jigsaw uses the median instance
timestamp as the universal timestamp for the resulting jframe.
Figure 3 illustrates the process of unification for two frame trans-

missions (dark and white circles). The figure shows the frames re-
ceived by five radiosRi. Each column Ri corresponds to the queue
of frames for that radio; in this example, three radios receive each
transmission. Time flows down each column. Although a frame
transmission is simultaneous, we represent skew among radios as
circles at different time offsets. Figure 3a shows Jigsaw searching
the radio queues within its search window defined by a time offset.
It then compares frame contents, determines that they all are iden-
tical, and, as shown in Figure 3b, unifies the frames into a jframe
timestamped using the time offset of the median offset frame R1.

Clock adjustment
While the search window can accommodate slight variations in
instance timestamps, it is inadequate to combat skew in the long
term. Hence, we leverage the unification procedure to simultane-
ously resynchronize traces. When Jigsaw unifies a set of frame in-
stances the variance between their local instance timestamps and
the jframe’s universal timestamp represent how much each clock
now differs (again, it is critical that we only use unique frames to
drive this synchronization). The difference between this value and
the timestamps on each instance represents a correction factor —
positive or negative — that Jigsaw then uses to bring each of the
associated traces back into synchronization. Figure 3b shows this
correction as an adjustment of the time offsets for the frames in the
queues of R2 and R3, aligning the dark frames across radios to the
offset of R1 and effectively adjusting the offset of the white frame
in the queue of R2.
A tradeoff can be made between accuracy and the overhead of

resynchronizing by placing a threshold on the minimum group dis-
persion— the difference between the earliest and latest timestamp
for a frame instance— before resynchronizing. Figure 3a illustrates
the group dispersion for the first frame transmission as the differ-
ence in time offsets between the frame in the queues of radios R2

andR3. In our implementation we set this threshold to 10 µs. (Note
that this does not limit the synchronization accuracy to 10 µs.)

Managing skew and drift
If resynchronization happened frequently and uniformly across all
traces, then it would be straightforward to maintain very tight syn-
chronization bounds. However, there are frequently extended peri-

Part II: Wireless Network Performance
• Jigsaw: Enterprise wireless diagnosis

Course Outline

1st Floor

2nd Floor

3rd Floor

4th Floor

Figure 1: UCSD CSE building floorplan. This building com-
prises roughly 150,000 square feet over four floors (and a
smaller basement, not shown). Circles indicate wireless sensor
pods, and triangles indicate production access points.

that our analysis techniques are mostly generic, many of our de-
sign decisions have been informed by the capabilities of our infras-
tructure as well as the unique problems presented by its scale. For
example, our approach to clock synchronization was driven by the
need to merge data from 156 simultaneous traces, spanning a wide
spatial and frequency range. In a smaller-scale environment a far
simpler approach would have sufficed. Thus, to better motivate our
constraints and opportunities, we use this section to describe our
monitoring environment and the hardware/software infrastructure
we have built to produce the raw traces for our analysis.

3.1 Environment
All of our measurement work takes place within the UCSDCom-

puter Science and Engineering building, a large four-story structure
shown in Figure 1. The building houses over 500 faculty, students
and staff members within roughly 150,000 square feet with a to-
tal interior volume well over 1 million cubic feet. Avaya AP-8 ac-
cess points (shown as triangles) provide production wireless ser-
vice, configured for both 802.11b and 802.11g service.1
Between and among these production APs we have deployed

a constellation of 39 wireless sensor pods (shown as pairs of cir-
cles).2 Each pod in turn comprises four independent radios, allow-
1In addition to the 39 production access points shown, the half-wing base-
ment (not shown) houses five additional APs. We occasionally observed
signals from 46 authorized APs from nearby buildings and 22 rogue APs
(mostly outside the building).
2Our monitoring infrastructure does not cover the left wing of the first floor,
which is not under our administrative control.

ing for simultaneous monitoring at four distinct center frequencies
— including all “non-overlapping” channels (1, 6 and 11) typically
used in 802.11b/g deployments. The density of deployment, com-
bined with this multi-channel capability, provides a “best case” sce-
nario for capturing global behavior. We are unaware of any produc-
tion wireless network monitored at similar scale.

3.2 Hardware
Concretely, each sensor pod consists of a pair of monitors set a

meter apart. This organization provides sufficient antenna separa-
tion for active measurement experiments, while still being proxi-
mate enough to abstract both monitors as a single vantage point for
passive monitoring. Each monitor consists of a modified Soekris
Engineering net4826 system board, and couples a 266-MHz AMD
Geode CPU, 128MB of DRAM, 64MB of flash RAM, a 100-Mbps
Ethernet interface, and two Wistron CM9 miniPCI 802.11a/b/g in-
terfaces based on the Atheros 5004 chipset. Each wireless inter-
face is connected, via shielded cable, to a separate external omni-
directional “rubber duck” antenna mounted six inches apart on an
aluminum enclosure. The antennas provide a signal gain of 2–3 dBi
at 2.4 GHz. Each monitor receives wired connectivity and power
through a port on an HP 2626-PWR switch (seven in total).3
Finally, trace data from all radios is sent via NFS to a single 2.8-

GHz Pentium server hosting 2 GB of memory and 2 TB of storage
(four 500-MB SATA disks in a RAID-0 configuration).

3.3 Software
Each monitor runs a version of Pebble Linux, using theMadWifi

driver to drive the Atheros-based wireless interfaces. We have made
significant modifications to the driver to support additional trans-
parency to the physical layer and to improve capture efficiency.

Driver modifications
While the standard madwifi driver only delivers valid 802.11 frames
(even in so-called “monitor mode”), our version captures all avail-
able physical layer events, including corrupted frames and physical
errors. Atheros hardware uses a 1 µs resolution clock to timestamp
each packet as it is received. Our driver slaves this timestamp facil-
ity to the clock of a single radio, thereby recording frames at both
radios using the same time reference.

Jigdump
A specialized user-level application called jigdump manages data
capture. Each monitor executes two jigdump processes, one per ra-
dio, that are responsible for putting the wireless interface into mon-
itor mode, “pulling” physical event records from the kernel, and
then transferring this data via NFS to a central repository. Jigdump
reads data records 64 KB at a time via a standard PF PACKET
socket, compresses them using the LZO algorithm to minimize
storage and I/O overhead (the two bottlenecks on our monitor plat-
form) and generates a metadata index record to facilitate subse-
quent accesses. Data and metadata are written to separate files via
NFS, creating a new file pair each hour. In steady state, the NFS
traffic across all 156 simultaneous feeds averages 2–10 MB/s.

4. Trace merging
Each individual trace represents a particular local vantage point

on wireless activity. To construct a global viewpoint it is necessary
to combine traces from all the radios into a single coherent descrip-
tion. This merging procedure must satisfy three key requirements:
3Soekris Engineering uses an incompatible implementation of the 802.3af
Power-Over-Ethernet standard and thus each system board is modified by
hand to allow the HP switch to drive it.
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Part II: Wireless Network Performance
• Handoff, mobility, opportunistic communication

Course Outline

Internet

AP1 AP2

Client

Internet

Client

B1
B2 B1+B2

FatVAP

Figure 1: An example scenario where a client can potentially obtain the sum of
the backhaul bandwidth available at the two APs.

can neither aggregate AP backhaul bandwidth nor bal-
ance their load. This is because it cannot tell which APs
are worth connecting to and for how long. Further, it has a
large switching overhead of 30-600ms [7, 13] and hence
cannot be used for switching at short time-scales on the
order of 100 ms, which is required for high-throughout
TCP connections across these APs.

This paper introduces FatVAP, an 802.11 driver de-
sign that enables a client to aggregate the bandwidth
available at accessible APs and balance load across them.
FatVAP approximates the concept of a fat virtual AP
given the physical restrictions on the resources. To do so,
FatVAP periodically measures both the wireless and end-
to-end bandwidths available at each AP. It uses this infor-
mation as well as an estimate of the switching overhead
to connect to each AP for just enough time to collect its
available bandwidth and toggle only those APs that max-
imize user throughput.

The FatVAP driver has the following key features.

• It has an AP scheduler that chooses how to dis-
tribute the client’s time across APs so as to maximize
throughput.

• It ensures fast switching between APs (about 3 ms)
without losing queued packets, and hence is the only
driver that can sustain concurrent high throughput
TCP connections across multiple APs.

• It works with existing setups, i.e., single 802.11 card,
unmodified APs, and is transparent to applications
and the rest of the network stack.

FatVAP leverages today’s deployment scenarios to
provide immediate improvements to end users without
any modification to infrastructure or protocols. It does not
need fancy radios, access to the firmware, or changes to
the 802.11 MAC. FatVAP has been implemented in the
MadWifi driver [4], and works in conjunction with au-
torate algorithms, carrier-sense, CTS-to-self protection,
and all other features in the publicly released driver.

Experimental evaluation of our FatVAP prototype in
a testbed and actual hotspot deployments shows that:

• In today’s residential and Hotspot deployments (in
Cambridge/Somerville MA), FatVAP immediately
delivers to the end user a median throughput gain of
2.6x, and reduces the median response time by 2.8x.

• FatVAP is effective at harnessing unused bandwidth
from nearby APs. For example, with 3 APs bottle-
necked at their backhaul links, FatVAP’s throughput
is 3x larger than an unmodified MadWifi driver.

• FatVAP effectively balances AP loads. Further, it
adapts to changes in the available bandwidth at an AP
and re-balances load with no perceivable delay.

• FatVAP coexists peacefully. At each AP, FatVAP
competes with unmodified clients as fairly as an un-
modified MadWifi driver and is sometimes fairer as
FatVAP will move to an alternate if the AP gets con-
gested. Further, FatVAP clients compete fairly among
themselves.

2 MOTIVATING EXAMPLES

Not all access points are equal. An 802.11 client
might have a low loss-rate to one access point; another
access point might be less congested; yet another may
have a high capacity link to the Internet or support higher
data rates (802.11g rather than 802.11b). How should an
802.11 client choose which access points to connect to
and what fraction of its time to stay connected to each
AP?

To better understand the tradeoffs in switching APs,
let us look at a few simple examples. Consider the sce-
nario in Fig. 1, where the wireless client is in the range
of 2 open APs. Assume the APs operate on orthogonal
802.11 channels. For each AP, let the wireless available
bandwidth, w, be the rate at which the client communi-
cates with the AP over the wireless link, and the end-
to-end available bandwidth, e, be the client’s end-to-end
data rate when connected to that AP. Note that these
values do not refer to link capacities but the through-
put achieved by the client and in particular subsume link
losses, driver’s rate selection and competition from other
clients at the AP. Note also that the end-to-end bandwidth
is always bounded by the wireless available bandwidth,
i.e., e ≤ w. How should the client in Fig. 1 divide its time
between connecting to AP1 and AP2? The answer to this
question depends on a few factors.

First, consider a scenario in which the bottlenecks to
both APs are the wireless links (i.e., w = e at both APs).
In this case, there is no point toggling between APs. If
the client spends any time at the AP with lower available
wireless bandwidth, it will have to send at a lower rate for
that period, which reduces the client’s overall throughput.
Hence, when the wireless link is the bottleneck, the client
should stick to the best AP and avoid AP switching.

Now assume that the bottlenecks are the APs’ access
links (i.e., w > e for both APs). As a concrete example,
say that the client can achieve 5 Mb/s over either wireless
link, i.e., w1 = w2 = 5 Mb/s, but the client’s end-to-end
available bandwidth across either AP is only 2 Mb/s, i.e.,
e1 = e2 = 2 Mb/s. If the client picks one of the two

NSDI ’08: 5th USENIX Symposium on Networked Systems Design and Implementation USENIX Association90
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Part I: Introduction to Wireless
Part II: Wireless Network Performance

• Accessible papers for a broad systems & networking audience

• Roughly equal split between lecturing and paper discussion

• Goal: Be broad,gain knowledge in essential wireless concepts
– So you know what you like!
• Choose project at the end of Part II (early March)

Summary of Parts I and II
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Part III: Wireless Physical Layer
• Bit errors: estimating their frequency, and correcting them

Course Outline

Maranello: Practical Partial 
Packet Recovery for 802.11

Bo Han
Aaron Schulman

Neil Spring
Bobby Bhattacharjee

University of Maryland

Francesco Gringoli
Lorenzo Nava

University of Brescia

Lusheng Ji
Seungjoon Lee
Robert Miller

AT&T Research

n # of data bits in a packet
k # of EEC bits in a packet (i.e., s × l)
s # of EEC bits in one level
l # of EEC levels
g # of data bits in one group
p fraction of erroneous slots in a packet

p0 fraction of erroneous data bits in a packet
c1, c2 algorithm constants (c1 = 0.25, c2 = 0.4)

φ(x, y) the sum of all the odd terms in a binomial
distribution B(x, y)

Table 1: Key notations in EEC algorithm.

3.2 EEC Algorithm Overview
Our EEC algorithm has three procedures, for encoding at the

sender, decoding at the receiver, and estimating BER at the re-
ceiver, respectively. These procedures are all randomized. The
sender and the receiver should use the same random seed to initial-
ize their pseudo-random number generators, so that they generate
the same random sequence.

Algorithm 1 EEC Encoding Procedure.

1: for i = 1 to ⌊log2 n⌋ do
2: for j = 1 to j = s do
3: Select 2i − 1 data bits where each bit is chosen indepen-

dently and uniformly randomly (with replacement) out of
the n data bits;

4: Compute a parity bit (as an EEC bit) for them;
5: end for
6: end for /* Total k = s · ⌊log2 n⌋ = s · l EEC bits. */
7: Place the EEC bits (in arbitrary order) into k uniformly random

positions in the packet;
8: Place the data bits (in arbitrary order) into the remaining n po-

sitions in the packet;

The encoding procedure (Algorithm 1) adds l = ⌊log2 n⌋ levels
of EEC bits to the original data, with s EEC bits per level. Thus
the total redundancy introduced is k = l × s bits. The value of s
determines the estimation quality (i.e., ϵ and δ). An EEC bit at level
i (1 ≤ i ≤ l) is simply the parity bit for 2i−1 randomly chosen data
bits (Figure 1). Each of these 2i − 1 data bits is chosen uniformly
randomly and independently (with replacement) from the original
n data bits. We repeat such process (independently) to obtain s
EEC bits for each level. Since the encoding procedure does not
modify the original data bits, decoding is trivial and thus we do not
include the pseudo-code here.

Algorithm 2 EEC Estimating Procedure.

1: for i = 1 to i = ⌊log2 n⌋ do
2: Compute the fraction (qi) of parity bits at level i that fail

parity check;
3: if q1 ≥ c2 then
4: Output p̂ = 1/4 and exit;
5: end if
6: if c1 < qi < c2 then
7: Output p̂ = qi/2i and exit;
8: end if
9: end for

10: Output p̂ = 0 and exit;

The estimating procedure (Algorithm 2) estimates the BER of
the packet. For each level i (1 ≤ i ≤ l) of the EEC bits, the

level 3
parity bits

level 1
parity bits

level 2
parity bits

data bits data bits data bits

Figure 1: The first three levels of EEC bits (s = 2).

procedure computes the fraction (denoted as qi) of the s parity bits
that fail the parity check. (Usually these qi’s will be monotonically
increasing.) Then if the algorithm finds a qi that falls within a range
(c1, c2) where c1 and c2 are algorithm constants, it will estimate p
to be qi/2i and then exits. The algorithm also needs to handle two
corner cases. First, at the very first level, if the algorithm finds that
q1 ≥ c2, it directly outputs 1/4 as the estimation (i.e., the largest
p possible since we assume p ≤ 1/4 in the section). Second, if
q1 < c2 and the algorithm fails to find a qi ∈ (c1, c2), the algorithm
simply outputs 0.

3.3 Using One Bit to Sample a Group of Bits
To better explain the intuition, this section first assumes that all

the k EEC bits are in correct slots (i.e., they will not be flipped).
We will aim to estimate the fraction p0 of errors among the data
bits (instead of the fraction p of errors among all bits). We will
remove the assumption and explain how to estimate p toward the
end of this section.

Naive sampling and the challenge. The first natural idea for esti-
mating p0 is to sample some small number of data bits, uniformly
randomly out of the n data bits. If x fraction of the sampled bits are
flipped, we simply output x as an estimation for p0. To determine
whether a sampled data bit is flipped during transmission, we can
simply use an EEC bit (which is assumed to be in a correct slot)
to replicate that data bit. We can tell whether the data bit has been
flipped by comparing the EEC bit with the data bit. Equivalently,
one can also insert known bits (typically called pilot bits) into the
packet as samples.

The challenge in this naive sampling approach arises however,
when p0 is small. This is particularly relevant in error estimation
context, since packet BER tends to be a small value in most cases.
For example when p0 = 0.02, on expectation we only see 1 error
out of every 50 data bits sampled. Before seeing enough errors, the
estimation quality on p0 will be poor. To make it more concrete, in
the two EEC applications that we implement, the EEC redundancy
added is 36 bytes and 24 bytes per 1500-byte packet respectively.
The ratio of EEC bits to data bits will only need to be about 2%.
We have also performed simple experiments showing that if one
were to use naive sampling to achieve similar estimation quality,
the redundancy needed will be roughly 600 bytes and 450 bytes
per 1500-byte packet, respectively. This translates to a ratio (of
EEC bits to data bits) of above 40%.

Such drawback of naive sampling is fundamental. A well known
lower bound [8] shows that to obtain an (ϵ, δ) estimation quality,
the number of samples taken needs to reach Ω( 1

p0

1
ϵ2

log 1
δ
). The

1
p0

term exactly shows that naive sampling will incur prohibitive
overhead when BER is small.

Sample groups of data bits. The above discussion already hints
that it might help if we can sample multiple data bits together. For
example, imagine that we define groups of bits where each group
has 50 data bits. Suppose that the redundancy needed to sample a
group is constant and is independent of group size. Then even with
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(a) A wired 802.11n link with variable attenuation has a
predictable relationship between SNR and packet recep-
tion rate (PRR) and clear separation between rates.
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(b) Over real wireless channels in our testbeds, the transition
region varies up to 10 dB. This loses the clear separation be-
tween rates (and so only three rates are shown for legibility).

Figure 1: Measured (single antenna) 802.11n packet delivery
over wired and real channels.

measurements that show RSSI does not predict packet delivery for
real links [3, 22, 30, 31].

Impact of Frequency-Selective Fading. Many possible factors
cause the observed variability for real channels, including NIC cal-
ibration, interference, sampling, and multipath. Here, we look at
frequency-selective fading due to multipath, as our experiments
show this to be a major factor.

Multipath causes some subcarriers to work markedly better than
others although all use the same modulation and coding. These
channel details, and not simply the overall signal strength as given
by RSSI, affect packet delivery. Figure 2 illustrates this with the
measured subcarrier SNRs for four different links in our testbed
averaged over a 5-second run. All links are shown at the closest
transmit power level, in steps of 2 dB, to 80% packet delivery when
using the 52 Mbps rate. However, the fading profiles vary signifi-
cantly across the four links. One distribution is quite flat across the
subcarriers, while the other three exhibit frequency-selective fading
of varying degrees. Two of the links have two deeply-faded subcar-
riers that are more than 20 dB down from the peak.

These links harness the received power with different efficien-
cies. The more faded links are more likely to have errors that must
be repaired with coding, and require extra transmit power to com-
pensate. Thus, while the performance is roughly the same, the
most frequency-selective link needs a much higher overall packet
SNR (30.2 dB) than the frequency-flat link (16.5 dB). This differ-
ence of almost 14 dB highlights why RSSI-based SNR does not re-
liably predict performance. Fading and its effects are well-known.
However, it is rare to see data that shows fading for real links and
NICs because it has been difficult to measure.

Impact of multiple streams. The use of multiple antennas adds an-
other dimension to the problem of predicting packet delivery. While
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Figure 2: Channel gains on four links that perform about
equally well at 52 Mbps. The more faded links require larger
RSSIs (i.e., more transmit power) to achieve similar PRRs.

we do not present further motivating data here, we briefly note that
this makes the problem more difficult, not simpler. To begin with,
there is now an RSSI for each receive antenna. This makes it dif-
ficult to know which RSSI or function of RSSIs to use to predict
delivery even when there is a single spatial stream. When multiple
streams are sent simultaneously, they interfere on the channel. The
MIMO processing used to separate them depends on the details of
the channel, and less of the signal will be harnessed if the RF paths
are correlated. This adds variability that exacerbates fading effects.

3. PACKET DELIVERY MODEL
Our goal is to develop a model that can accurately predict the

packet delivery probability of commodity 802.11 NICs for a given
physical layer configuration operating over a given channel. We
want our model to be simple and practical, so that it can be readily
deployed, and to cover a wide range of physical layer configura-
tions, so that it can be applied in many settings and for many tasks.
In particular, the scope of our model is 802.11n including multiple
antenna modes, of which single antenna 802.11a/g is a subset. This
scope is sufficient for many current and future networks. We model
delivery for single packet transmission only, leaving extensions for
interference and spatial reuse to future work.

Model Design. The structure of our model is simple: given 1) the
current state of the RF channel between transmitter and receiver,
and 2) a target physical layer configuration of the NIC, it predicts
whether that link will reliably deliver packets in that configuration.

For the first piece of input, we use 802.11n Channel State In-
formation (CSI). The CSI is a collection of MxN matrices Hs in
which each describes the RF path (SNR and phase) between all
pairs of N transmit and M receive antennas for one subcarrier s.
It is reported by the NIC in a format specified by the standard [1],
with details in §4.2. An 802.11n NIC can probe a receiver to gather
CSI, or use channel reciprocity to learn CSI from a received packet.
The CSI is a much richer source of information than the RSSI, and
it gives us the opportunity to develop a much more accurate model.

The second form of input is the target physical layer configura-
tion for which we want to predict delivery. This is specified as the
choice of transmit and receive antennas, transmit power level, and
transmit rate (as the combination of modulation, coding, and num-
ber of spatial streams). Other choices, such as beamforming, could
be added in the future. The only restriction is that the CSI includes
the antennas and subcarriers used in the target configuration.

For the model output, we define that the link will work, i.e., will
reliably deliver packets, if we predict �90% packet reception rate.
We do not try to make predictions in the transition region during
which a link changes from lossy to reliable. Predictions there are
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c2 and c3. For each 2-antenna receiver, the two
unwanted packets have to be aligned.

RTS-CTS but significantly more efficient (as described in §3.5).
A transmitter that wants to join the ongoing transmissions exploits
the handshake messages of prior contention winners to compute the
reverse channels from itself to receivers of ongoing transmissions,
using channel reciprocity. Reciprocity states that electromagnetic
waves travel forward and backward the same way, and hence the
channel observed between any two antennas should be the same re-
gardless of the direction [15]. Reciprocity has also been confirmed
empirically in [4, 13, 14].2

Exploiting Interference Alignment: The above MAC protocol al-
lows the network to achieve two degrees of freedom at any point
in time, which is the maximum degrees of freedom available in this
network. The design we described so far, however, does not trivially
extend to more than two transmission pairs. To understand why, let
us add a third communicating pair, tx3-rx3, to the above network as
shown in Fig. 3. The new pair is a 3-antenna system and hence can
support three degrees of freedom. This means that tx3 should be
able to transmit an additional packet to rx3, concurrent to the two
transmissions of tx1-rx1 and tx2-rx2. The transmitter tx3, however,
is in a more challenging position, because it should interfere with
neither rx1 nor rx2. So how does tx3 achieve this goal?

Say that tx3 uses only interference nulling as in the previous
case. To ensure that it does not create any interference at rx1 and
rx2, tx3 needs to null its signal at three antennas, the antenna at
rx1 and the two antennas at rx2. Unfortunately, nulling at three an-
tennas will prevent tx3 from sending any data. To see why this is
the case, let tx3 transmit its packet r on its three antennas, after
multiplying it with α′, β′ and γ′, respectively. Let hij be the chan-
nel coefficients between antennas i = 4, 5, 6 on tx3 and antennas
j = 1, 2, 3 on rx1 and rx2 where tx3 needs to perform nulling. The
signals from tx3’s antennas combine on the medium, creating a dif-
ferent equation at each receive antenna. Nulling the signal at rx1’s
antenna and rx2’s two antennas can be expressed as follows:

r(h41α
′ + h51β

′ + h61γ
′) = 0 (2a)

r(h42α
′ + h52β

′ + h62γ
′) = 0 (2b)

r(h43α
′ + h53β

′ + h63γ
′) = 0, (2c)

where r is tx3’s symbol and hij are the channel coefficients.
The above three equations are satisfied for any value of the trans-

mitted symbol, r, if and only if (α′,β′, γ′) = (0, 0, 0). This solu-
tion, however, is clearly unacceptable because it will prevent tx3

2Applying reciprocity in a practical system requires taking into ac-
count the additional channel imposed by the hardware, which how-
ever is constant and hence can be computed offline [4, 14, 13]. Our
implementation uses the method used in [4] to calibrate the hard-
ware.

from transmitting any signal from any of its antennas to its receiver.
Therefore, interference nulling alone is not sufficient to prevent tx3
from interfering with concurrent transmissions while delivering a
packet to its receiver.

We will show that a combination of interference nulling and in-
terference alignment achieves the goal. To eliminate interference
at the single antenna at rx1, tx3 is still going to use interference
nulling. This constraint requires tx3 to satisfy only one additional
equation, Eq. 2a. To eliminate interference at the 2-antenna receiver
rx2, tx3 is however going to use interference alignment. This con-
straint requires satisfying only one additional equation, as opposed
to the two equations required for nulling at the two antennas at
rx2. Specifically, tx3 can align its signal at rx2 with the interfer-
ence that rx2 already sees from the first transmitter, tx1, as shown
in the bottom graph (below rx2) in Fig. 3. Then, rx2 only sees two
signals, the symbol q transmitted by tx2 and the combined inter-
ference from tx1 and tx3, because the two signals from tx1 and
tx3 are now aligned and look like coming from a single interferer.
Specifically, the two equations received by rx2 are:

y2 = h12p + (h22 + αh32)q + (α′
h42 + β′

h52 + γ′
h62)r (3a)

y3 = h13p + (h23 + αh33)q + (α′
h43 + β′

h53 + γ′
h63)r, (3b)

and hence aligning the interference from tx1 and tx3 requires tx3
to satisfy the following equation:

(α′h42+β′h52+γ′h62)
h12

=
(α′h43+β′h53+γ′h63)

h13
=L, (4)

where L is any constant. If tx3 chooses the parameters α′,β′, and
γ′ to satisfy Eq. 4, Eqs. 3a and 3b can be rewritten as:

y2 = h12(p + Lr) + (h22 + αh32)q

y3 = h13(p + Lr) + (h23 + αh33)q.

The receiver, rx2, now has two independent equations in two un-
knowns, (p + Lr) and q, and hence can decode its desired symbol
q. (Note that rx2 cannot decode p and r separately but this is fine
because it does not want these symbols.)

Thus, in total, tx3 has to satisfy two equations to ensure that
it does not interfere with the ongoing transmissions: the nulling
equation (Eq. 2a) at rx1 and the alignment equation (Eq. 4) at rx2.
Then, tx3 can use the third degree of freedom to transmit to its own
receiver.

We can continue adding additional transmitter-receiver pairs as
long as they have additional antennas. By nulling at the first re-
ceiver and aligning at all the remaining receivers, each additional
transmitter can transmit to its own receiver while ensuring no inter-
ference to ongoing transmissions.
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Figure 2—Characteristics of High Power Interferers in the ISM Band.

Since these devices continuously transmit, the channel is never free.
Thus, an 802.11n node that carrier senses the medium never gets the
opportunity to transmit. Furthermore, since the phone transmits at
about 25 mW [12], which is comparable to an 802.11 laptop, its
interference continues even at distances as far as 90 feet.

The phone’s spectrogram depicted in Fig. 2(a3) shows that the
phone occupies about a 3-4 MHz wide band. Typically, the phone
picks one channel out of 35 radio channels in the 2.407-2.478 GHz
range. It stays on that channel as long as it does not experience
persistent interference.

2.2 Baby Monitor

We experiment with the C-501 wireless monitoring toolkit,
which has two units: a 2.4 GHz wireless camera that supports up
to 4 different channels (i.e., 2.414 GHz, 2.432 GHz, 2.450 GHz
and 2.468 GHz), and a wireless video receiver. For every interferer
location, we measure the 802.11n throughput with the camera ON
and OFF, and plot the results in Fig. 2(b1). The figure shows that the
802.11n client and AP could not establish a connection and, hence,
could not exchange any packets for all tested locations.

We plot the time and frequency profile of the camera in Fig. 2(b2)
and Fig. 2(b3). The frequency profile shows that the baby monitor
occupies a relatively wide channel of 16 MHz. Further, the time
profile shows that the camera transmits continuously, thus hogging
the medium completely. These observations, compounded with the
fact that the camera transmits at a fairly high power of 200 mW [2],
explain the inability of 802.11n to obtain any throughput.

2.3 Microwave Ovens

We use the SHARP R-310CWmicrowave oven. Fig. 2(c1) shows
the observed 802.11n average throughput for different placements

of the microwave. The figure shows that when the microwave is one
foot away (in location 1), 802.11n suffers a throughput reduction of
90%. The 802.11n throughput improves as the microwave is moved
away from the AP and its client, and the throughput loss decreases
to 35% at the farthest location from the 802.11 client.

To understand this behavior, we plot the microwave’s power pro-
file over time in Fig. 2(b2). The figure shows that the microwave
exhibits a periodic ON-OFF pattern, where an ON period lasts for
about 10 ms and an OFF period lasts for 6 ms. In addition, the
microwave also exhibits a continuous low interference, as evident
from the 10 dB increase in the noise level after the microwave
was turned on. The microwave time profile explains its impact on
802.11n. Specifically, at distant locations in our testbed, 802.11n
transmits during the OFF periods but refrains from transmitting dur-
ing the ON periods because it senses the medium as occupied. As
a result, the throughput loss in such locations is about 35%. In con-
trast, at close distances, the 10 dB increase in the noise level gener-
ated by the microwave creates substantial interference for 802.11n
causing most packets to be dropped even during the OFF periods.

2.4 Frequency Hopping Bluetooth

Finally, we evaluate the interference generated by Bluetooth de-
vices. Bluetooth uses frequency hopping across a 79 MHz band in
the 2.402-2.480 GHz range, occupying 1 MHz at any point in time.
The most common devices use class 2 Bluetooth which transmits at
a relatively low power of 2.5 mW [5].

For each interferer location, we transfer a 100 MB file between
two Google Nexus One phones. We plot in Fig. 3 the throughput
obtained by our 802.11n devices, in the presence and absence of the
Bluetooth traffic. The figure shows that except in location 1, which
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Figure 1: Example Scenario

3. ZEE EXAMPLE SCENARIO
All WiFi-based indoor localization schemes require a training

data set — a set of tuples (WiFi measurement,location) of WiFi
RSS measurements annotated with the indoor locations where the
measurements were made. The goal of Zee is to enable smartphone-
based crowdsourcing of this training data set without requiring any
active user participation. In fact, Zee can run as a background pro-
cess on smart phones without affecting the user in any way. In
this section, we walk through an example scenario to provide an
overview of and intuition for how Zee achieves zero-effort crowd-
sourcing.
Inferring a user’s location. Bob is sitting in his office at work
at location A (Figure 1). He downloads the Zee client and con-
tinues with his work as usual. At some point he decides to walk
to Alice’s office at location D. Initially, Zee does not know where
Bob is located and hence Zee initializes Bob’s locations as a prob-
ability distribution uniformly across the entire floor, as depicted by
the gray region corresponding to Walk I in Figure 1). To walk to
Alice’s office, Bob takes the path ABCD indicated in Figure 1.

As Bob traverses this path, Zee uses the accelerometer, com-
pass and the gyroscope on Bob’s smartphone to continuously infer
the direction and distance walked by him. Then using the floor-
plan of the indoor space, Zee updates the probability distribution of
Bob’s location by eliminating possibilities that would require him
to violate the physical constraints imposed by the floorplan, such as
walking through walls. Thus, as Bob reaches point B and then goes
on to point C (as depicted in Figure 1), the spread of possible lo-
cations that Bob can be at, shrinks. Eventually, when Bob reaches
D, Zee is able to narrow down the possible locations of Bob to his
correct location. The key reason for this convergence is that there
is only one possible path in the shape of ABCD that can be accom-
modate within the indoor space. Thus, even without knowing Bob’s
initial location, but by simply tracking his movements, Zee is able
to eliminate all alternative possibilities and eventually determine
his location.
Backward belief propagation. At this point, having narrowed
down Bob’s location using the sequence of his movements, Zee
traces back the entire path taken by Bob and infers post facto that
he must have taken the path ABCD. Thus, Zee can also trace the
entire history of locations at which Bob was present.
Recording WiFi measurements. As Bob was traversing the path
from A to D, Zee was also periodically scanning for proximate
WiFi Access Points (APs) and recording the Received Signal Strength
(RSS) from these APs. Knowing the entire path ABCD taken by
Bob, Zee can associate with each RSS measurement the corre-
sponding location on the path ABCD where the measurement must
have been made. Thus, Zee obtains its first set of tuples < RSS
Measurements,Locations >. Also, from this point on, having
located Bob, Zee can track Bob’s future movements and hence his

locations. As more WiFi measurements are made, Zee on Bob’s
phone obtains more location-annotated WiFi measurements over
the rest of the day. Zee is thus is able to obtain location-annotated
WiFi measurements from Bob’s walks, without having any a priori
knowledge of his initial location.
Using past WiFi measurements to locate subsequent users. At
this point Alice learns about Zee from Bob and installs it in her
phone. She then decides to walk to Bob’s office from her office
along the path DCBA. This time, however, the Zee server has ob-
tained some WiFi measurements from Bob’s walk. Thus, Zee first
performs a WiFi scan and obtains RSS measurements from prox-
imate APs. Rather than initializing Alice’s locations uniformly
across the entire floor (as in Walk I in Figure 1), Zee uses these
RSS measurements and the database to obtain a confined proba-
bility distribution, as depicted by the gray region corresponding to
Walk II in Figure 1. In other words, the WiFi database obtained
from Bob’s walk helps Zee to narrow down the possibilities for Al-
ice’s initial location. Now as Alice walks, her location estimate
converges much more quickly to her true location (by the time she
reaches C in Figure 1) than it did in Bob’s case. Thus, each new
walk in Zee benefits from the WiFi measurements accumulated from
prior walks and in turn benefits the localization of future walks. In
fact, after enough walks, Zee will be able to accurately locate a
new user simply from a WiFi scan, using WiFi-based localization.

Figure 2: Zee Architecture

4. ZEE ARCHITECTURE
Figure 2 depicts a pictorial overview of Zee’s architecture. There

are two key components in Zee: Placement Independent Motion
Estimator (PIME) and Augmented Particle Filter (APF). PIME uses
mobile sensors such as the accelerometer, compass, and gyroscope
to estimate the user’s motion. The APF uses the motion estimates
from PIME and the floormap as input to track the user’s location
on the floor.
Placement Independent Motion Estimator (PIME). PIME uses
the accelerometer, compass and gyroscope data to perform three
key functions. First, it reliably determines whether or not the per-
son is walking. Second, when the user is walking, it generates an
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Figure 14: Heatmaps showing the location likelihood of a client with differing numbers of APs computing its location. We denote the ground truth
location of the client in each by a small dot in each heatmap.
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4.2 Semi-static localization accuracy
We now evaluate ArrayTrack using data that incorpo-
rates small (less than 5 cm) movements of the clients,
with two more such location samples per client. This is
representative of human movement even when station-
ary, due to small inadvertent movements, and covers all
cases where there is even more movement up to walking
speed. In Figure 15, we show that ArrayTrack improves
the accuracy level greatly, especially when the number
of APs is small. Our system improves mean accuracy
level from 38 cm to 31 cm for six APs (a 20% improve-
ment). We measure 90%, 95% and 98% of clients to be
within 80 cm, 90 cm and 102 cm respectively of their
actual positions. This improvement is mainly due to the
array geometry weighting, which removes the relatively
inaccurate parts of the spectrum approaching 0 degrees
or 180 degree (close to the line of the antenna array).

When there are only three APs, ArrayTrack improves
the mean accuracy level from 317 cm to 107 cm, which
is around a 200% improvement. The intuition behind
this large performance improvement is the effective re-
moval of the false positive locations caused by multipath
reflections and redundant symmetrical bearings. When
the number of APs is big such as five or six, heatmap
combination inherently reinforces the true location and
removes false positive locations. However, when the
number of APs is small, this reinforcement is not always
strong and sometimes the array symmetry causes false
positive locations, which greatly degrades the localiza-
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Figure 15: Cumulative distribution of location error across clients for
three, four, five and six APs with ArrayTrack.

tion performance. In these cases, we enable the array
symmetry removal scheme described in Section 2.3.4 to
significantly enhance accuracy. By using this technique,
ArrayTrack can achieve a median 57 cm accuracy lev-
els with only three APs, good enough for many indoor
applications.

4.2.1 Varying number of AP antennas
We now show how ArrayTrack performs with differing
number of antennas at APs. In general, with more an-
tennas at each AP, we can achieve a more accurate AoA
spectrum and capture a higher number of reflection-path
bearings, which accordingly increases localization ac-
curacy, as Figure 16 shows. Because we apply spatial
smoothing on top of the MUSIC algorithm, the effective
number of antennas is actually reduced and so we are not
able to capture all the arriving signals when the number
of antennas is small. The mean accuracy level is 138 cm
for four antennas, 60 cm for six antennas and 31 cm for
eight antennas. It’s interesting to note that the improve-
ment gap between four and six antennas is bigger than
that between six to eight antennas. In a strong multipath
indoor environment like our office, the direct path signal
is not always the strongest. However, the direct path sig-
nal is among the three biggest signals most of the time.
We show how the direct path peak changes in Figure 17.
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(a) One Tx-Rx pair
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(b) Two Tx-Rx pairs
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(c) Three Tx-Rx pairs
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(d) Four Tx-Rx pairs
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(e) Five Tx-Rx pairs

Figure 3—Increasing the Number of Tx-Rx pairs enables Localizing Multiple Users. The figure shows the heatmaps obtained from combining
TOF profiles of multiple Tx-Rx antenna pairs in the presence of two users. The x/y axes of each heatmap correspond to the real world x/y dimensions.

antennas averages out to result in a dark blue background.
This is because different Tx-Rx pairs have different per-
spectives of the indoor environment; hence, they do not
observe the same noise or multi-path reflections. As a re-
sult, the more we overlay heatmaps from different Tx-Rx
pairs, the dimmer the multipath effect, and the clearer the
candidate locations for the two people in the environment.

Next, we overlay the ellipses from five transmit-receive
pairs and show the resulting heatmap in Fig. 3(e). We can
now clearly see two bright spots in the heatmap: one is red
and the other is orange, whereas the rest of the heatmap
is mostly a navy blue background indicating the absence
of reflectors. Hence, in this experiment, we are able to lo-
calize the two users using TOF measurements from five
Tx-Rx pairs. Combining these measurements together al-
lowed us to eliminate the multipath effects and localize
the two people passively using their reflections.
Summary: As the number of users increases, we need
TOF measurements from a larger number of Tx-Rx pairs
to localize them, and extract their reflections from mul-
tipath. For the case of two users, we have seen a sce-
nario whereby the TOFs of five Tx-Rx pairs were suffi-
cient to accurately localize both of them. In general, the
exact number would depend on multipath and noise in the
environment as well as on the number of users we wish to
localize. These observations motivate a mechanism that
can provide us with a large number of Tx-Rx pairs while
scaling with the number of users in the environment.

5.2 The Design of Multi-shift FMCW

In the previous section, we showed that we can local-
ize two people by overlaying many heatmaps obtained
from mapping the TOF profiles of multiple Tx-Rx pairs to
the corresponding ellipses. But how do we obtain TOFs
from many Tx-Rx pairs? One option is to use one FMCW
transmitter and a large number of receivers. In this case,
to obtain N Tx-Rx pairs, we would need one transmitter
and N receivers. The problem with this approach is that
it needs a large number of receivers, and hence does not
scale well as we add more users to the environment.

A more appealing option is to use multiple FMCW
transmit and receive antennas. Since the signal transmit-
ted from each transmit antenna is received by all receive
antennas, this allows us to obtain N Tx-Rx pairs using
only

√
N transmit antennas and

√
N receive antennas.
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Figure 4—Multi-shift FMCW. WiTrack2.0 transmits FMCW sig-
nals from different transmit antennas after inserting virtual delays be-
tween them. Each delay must be larger than the highest time-of-flight
(TOFlimit) due to objects in the environment.

However, the problem with this approach is that the
signals from the different FMCW transmitters will inter-
fere with each other over the wireless medium, and this
interference will lead to localization errors. To see why
this is true, consider a simple example where we want to
localize a user, and we have two transmit antennas, Tx1
and Tx2, and one receive antenna Rx. The receive antenna
will receive two reflections – one due to the signal trans-
mitted from Tx1, and another due to Tx2’s signal. Hence,
its TOF profile will contain two spikes referring to two
time-of-flight measurements TOF1 and TOF2.

With two TOFs, we should be able to localize a sin-
gle user based on the intersection of the resulting el-
lipses. However, the receiver has no idea which TOF cor-
responds to the reflection of the FMWC signal generated
from Tx1 and which corresponds to the reflection of the
FMCW signal generated by Tx2. Not knowing the correct
Tx means that we do not know the foci of the two ellipses
and hence cannot localize. For example, if we incorrectly
associate TOF1 with Tx2 and TOF2 with Tx1, we will
generate a wrong set of ellipses, and localize the person
to an incorrect location. Further, this problem becomes
more complicated as we add more transmit antennas to
the system. Therefore, to localize the user, WiTrack2.0
needs a mechanism to associate these TOF measurements
with their corresponding transmit antennas.

We address this challenge by leveraging the structure
of the FMCW signal. Recall that FMCW consists of a
continuous linear frequency sweep as shown by the green
line in Fig. 4. When the FMCW signal hits a body, it re-
flects back with a delay that corresponds to the body’s
TOF. Now, let us say TOFlimit is the maximum TOF

5



Part VI: Demo Days (more soon)
Part VII: Backscatter Communication and RFID
• Energy Harvesting.  Passive radio.  RFID applications & hacks.
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Table 1: EPC Gen 2 vs Achievable Performance.
Range(ft) Throughput(kbps) SNR(dB)

Gen 2 3.6±0.8 3.6±0.3 9.6±1
Optimal 18.6±3.3 21.7±3.7 6.9±0.9

and a USRP reader [9]. Since combining multiple micro-
power sources can enable higher performance, broader
operating conditions, and enable wider range of appli-
cations, we augment the Moo with a small solar panel
[11, 7, 10]. We vary the distance from the reader by small
steps, and at each step, we vary RF power from 17dBm
to 26dBm, while not changing the light levels (normal
indoor light).

To measure the achievable range, we look at the raw
backscattered signal at the reader, and find the distance
at which the reader is unable to decode even a single bit.
This would be the edge of the communication range for
our hardware platform.

Measuring the maximum achievable throughput is
harder since it is influenced by several system parame-
ters including voltage at the energy reservoir when com-
munication starts, the length of each transmission unit,
and control overheads associated with the protocol. We
brute-force search across all possible voltages and packet
lengths to find the setting that results in the maximum
number of transistor flips at the node. We then con-
vert the transistor flips to a maximum number of bits
transmitted using the default Miller-4 encoding scheme,
and assume zero control overhead for each packet, which
gives us an estimate of the maximum throughput.

Table 1 shows the range and throughput while execut-
ing the EPC Gen 2 stack (used in Mementos [18], Dew-
drop [8], and Blink [30]) versus achievable limits. We
see that the achievable range is 18.6 feet, which is over
5⇥ longer than the communication range of EPC Gen 2.
Surprisingly, we find that EPC Gen 2 ceases to operate
even when its SNR is 9.6dB, 1.4⇥ higher than the opti-
mal case. Similarly, we see that the achievable through-
put is 21.7 kbps, whereas EPC Gen 2 achieves barely 1.7
kbps, an order of magnitude difference.

We now investigate the fundamental factors underly-
ing this performance gap, and outline the core challenges
that need to be addressed to bridge the gap.

Challenge 1: Variable energy per transmission A
key challenge in designing a backscatter network stack is
handling variability in the amount of energy accumulated
in the energy reservoir. To understand the reasons, let us
look at how micro-powered devices work. As shown in
Figure 2, micro-powered devices operate in a sequence
of charge-discharge cycles since there is too little energy
to continually operate the device. The device sleeps for a
short period during which it harvests energy and charges
a small energy reservoir, and then wakes up and transmits

voltage

charging

discharging

packet TX

failed packet TX 
due to power outage

uframe

packet

uframe

Figure 2: Energy harvesting systems.

a packet during which the reservoir discharges.
There are several reasons why it is difficult to antici-

pate how much energy will be available in each discharge
cycle. First, if harvesting conditions are too low, it is of-
ten too expensive to push more energy into a reservoir
due to the inefficiencies of stepping up the voltage. As a
result, the maximum amount of energy that can be accu-
mulated depends on current harvesting conditions. Sec-
ond, RF energy harvested by a node depends on how
much energy is output by the reader. When a reader
is doing nothing, the RF output power is roughly con-
stant. However when a reader is communicating, this
RF carrier wave is being modulated which changes the
amount of harvested energy. In a multi-node network, the
reader is communicating with different nodes, therefore
harvesting rates continually vary at each node. Third,
even if the node were to wait until it has a certain amount
of energy prior to communication, this requires measure-
ment of energy levels using analog-to-digital conversions
(ADC). Each ADC operation consumes 327 uJ on the
Moo platform [27], which is equal to the energy budget
for transferring 27 bits of data. Such overhead is far too
substantial on a micro-powered platform.

While choosing a smaller transmission unit might
seem like a straightforward solution to this problem, this
over-simplifies the design challenge. As the distance be-
tween the node and reader increases to the limit of the
achievable range in Table 1, the number of bits that can
be successfully transmitted reduces. Thus, we need to
use frames that may be as small as one or a few bits
in size when the energy levels are low, which requires
a network stack that can scale down to unprecedented
levels. But such scale down often comes at the expense
of throughput, which suffers due to the overheads associ-
ated with each transmission, including preambles, head-
ers, and hardware transition overheads. To simultane-
ously optimize throughput, it is important to transmit as
large a transmission as is possible given available energy.
Thus, the problem faced by a node is that it needs to scale
down its transmission unit to the bare minimum under
poor harvesting conditions, while scaling up to improve
throughput when the conditions allow.

Challenge 2: Variable harvesting rate
The energy harvesting rate has significant impact on

the communication throughput, since higher harvesting
rate means that more energy can be used for data transfer.

3

QuarkNet: Bit-by-bit Backscatter Communication

Passive Wi-Fi

Figure 3—Illustration of Caraoke The Caraoke reader is
mounted on a street-lamp. It queries nearby transponders and
uses their signals to localize them and estimate their speeds.

received wireless signal can be written as:

y(t) = h · s(t) · ej2π·fc·t, (2)

where h is the complex channel coefficient. The receiver
down-converts the signal to baseband by multiplying it
with its own carrier frequency. The received baseband sig-
nal r(t) then becomes:

r(t) = h · s(t) · ej2π·∆f ·t (3)

= h · (0.5+ s′(t)) · ej2π·∆f ·t, (4)

where∆f is the carrier frequency offset between the trans-
mitter and and the receiver, and s′(t) is the same square-
wave as s(t) except that it toggles between -0.5 and 0.5
and has zero mean. The frequency representation of the
received signal r(t) can be written as:

R(f ) =
h

2
· δ(f −∆f ) + h · S′(f −∆f ) (5)

where S′(f ) is the frequency representation of s′(t) and
δ(f ) is the unit impulse function. As it can be seen from
the equation, this signal has a peak at the carrier frequency
offset, ∆f . Further, since s′(t) has a zero mean, S′(0) =
0.6 Thus, the complex value of the peak represents the
channel from transmitter to receiver i.e., R(∆f ) = h

2 .

4. CARAOKE OVERVIEW

Caraoke is a networked system that enables query-
response communication between a Caraoke reader and the
e-toll transponders in its range. At the heart of Caraoke is
a new device that we call the Caraoke reader; it counts, lo-
calizes, and decodes transponders’ ids from their signal col-
lisions. It also estimates the speeds of the cars carrying the
transponders. The Caraoke reader harnesses its power from
solar energy and has an LTE modem to connect to the In-
ternet. Hence, it can be easily deployed without the need for
additional infrastructure. As shown in Fig. 3, smart cities can
deploy Caraoke readers on street-lamps to support a variety
of smart services including: 1) traffic monitoring, 2) speed
enforcement, 3) red-light running, 4) smart street-parking,
and even 4) allowing a user who forgets where he parked to
query the system to locate his parked car.

6s′(t) has a zero mean because s(t) is an on-off keying signal
with Manchester encoding , and s′(t) is the same as s(t) but
shifted by -0.5.

This paper is focused on the design and implementation of
the Caraoke and a small-scale evaluation of the deployment
of multiple Caraoke readers on a campus street. Before delv-
ing into the details of our design, we note the following two
points regarding scope:

• Our objective is to automate smart services, eliminating
the personnel cost, and improving the overall accuracy in
comparison to the status quo. Note that the current alter-
natives suffer from significant errors. For example, about
10% to 30% of the speeding tickets based on traffic radars
are estimated to be incorrect [6]. The errors are mostly
due to the fact that radars cannot associate a speed with
a particular car. This task is left to the police officer and
hence is prone to human mistakes [6]. Similarly, errors in
estimating the number of cars using traffic cameras vary
between a few percent to 26%, depending on illumina-
tion, wind, occlusions, etc. [43]. Furthermore, the camera
lenses have to be manually cleaned every 6 weeks to 6
months [16].

• For a city to use Caraoke to deliver the above services,
it needs to connect the system with its own transporta-
tion and traffic databases. For example, in order to de-
tect a car that runs a red light, the city needs to combine
the output of Caraoke with the timing of the red-light at
the corresponding intersection. The process for combining
Caraoke’s output with the city’s transportation and traffic
databases is beyond the scope of this paper.

5. COUNTING DESPITE COLLISIONS

Estimating the number of vehicles at major intersections is
critical for traffic management and city planning. In this sec-
tion, we describe how a Caraoke reader counts the transpon-
ders in its radio range. Specifically, when a Caraoke reader
transmits a query message, transponders in its radio range
respond simultaneously with their information. We would
like to use the resulting collisions to count the number of
transponders.
At a high level, our approach is simple. We exploit the fact

that two transponders, typically, do not have the same car-
rier frequency, and that their carrier frequency offset (CFO)
is relatively large. In particular, the specifications of the E-
ZPass transponder show that the device’s CFO can exceed
one MHz [36]. CFO is typically a nuisance for wireless com-
munication systems which have to compensate for CFO be-
fore decoding. In Caraoke however, we leverage CFO for
our advantage to count the number of colliding transpon-
ders. Specifically, we take the FFT of the collision signal.
Since different transponders have different carrier frequen-
cies, the Fourier transform shows multiple peaks at differ-
ent frequencies that corresponds to the various transponders’
CFOs. Fig. 4 shows the Fourier transform of a collision sig-
nal where five e-toll transponders transmitted at the same
time. As can be seen in the figure, there are five peaks, each
corresponds to one of five colliding transponders.
This shows that one way for counting the transponders

would be to take an FFT of the collision signal and count the
peaks in the Fourier domain. To understand the performance
of this estimator, we need to tie it to the resolution of the
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and (2) reducing symbol errors via 2x/4x interleaving
(expected to increase energy). To evaluate extrapolation,
we first identify the set of truly erroneous symbols that
should have been retransmitted by the transmitter. We
know the set of symbols that PSR actually retransmitted.
From these two sets, we compute the precision and recall
of PSR, reflecting the combined efficacy of back-EMF
sensing and interpolation. Figure 19(a) shows the results
– the precision is strong but the recall is weak, indicat-
ing that PSR is conservative. This is expected/desirable
since we intend to not retransmit excessively, which re-
duces inflation of the packet and also allows the decoder
to correct for the residual errors. Of course, there is room
to tune the interpolation scheme and the back-EMF sen-
sitivity – we leave this to future work.
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Figure 19: (a) Precision and recall to evaluate the back-
EMF sensing and interference extrapolation scheme. (b)
The per subcarrier symbol error rates using all, 1/2, and
1/4 of the subcarriers, while the noise power is constant.

Figure 19(b) shows the reduction in symbol error rate
when half and one-forth subcarriers are loaded with data
(recall we denoted this as 2x and 4x modes of transmis-
sion). Under heavy channel interference, 2x mode sub-
stantially reduces symbol errors, offering effects similar
to rate control. However, the 2x mode also implicitly in-
cludes a control bit that the receiver can recognize. Mea-
surements show that the control signaling was near per-
fect, meaning the receiver almost always extracted the
correct data from 2x and 4x transmissions.

5.3 Applications and Capabilities
We explore potential applications of Ripple II, namely a
vibratory ring and watch; tabletop communication; and
device to device transfers.

(1) Finger Ring for Authentication
We envision touch based two-factor authentication – a
user wearing a Ripple II ring or watch could touch the
smartphone screen and the vibratory password can be
conducted through the bones. The core notion general-
izes to other scenarios, including unlocking car doors,
door knobs, etc. While a usable system would need ma-
turity in interfaces, energy, etc., this section only dis-
cusses the communication aspects of through-bone trans-

mission. Figure 20(a) shows the crude finger ring pro-
totype, placed on the index finger of the user. For our
prototype, the ring is powered by a battery located out-
side the ring and connected via long wires. The cylin-
drical vibra-motor is placed horizontally on the finger to
maximize area of contact, however, placement influences
communication.
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Figure 20: (a) Finger ring operated at 8KHz. (b) Inci-
dence angles affect lower frequencies less. (c) Higher
frequencies in a piston oscillator become directional and
hence delivers less energy in unaligned directions.

Figure 20(b,c) shows the variation of signal power for 3
different incidence angles between the vibra-motor and
the finger – incidence angle defined as the angle between
the finger bone and the direction along which the vibrator
mass oscillates (which is perpendicular to the base of the
cylinder). Evidently, at lower frequencies, the incidence
angle does not impact the signal, however, at higher fre-
quencies the higher incidence angles reduce SNR. More-
over, higher frequencies are also less effective for signal
propagation through the human body. Thus, we decide
to operate the ring at 90◦ incidence but focus the power
budget to within 8KHz.

We also performed similar experiments with a watch
– pasting the vibra-motor on the wrist-bone below the
watch. Performance degrades as expected, due to a
longer conduction path from the wrist to the microphone.
The table below summarizes results. 5 student volunteers
experimented with our prototype and none of them were
able to feel or hear the vibrations at all.

Bandwidth Modu. Code Tput:Kbps
Ring 8 KHz QPSK 1/2 7.41

Watch 3 KHz QPSK 1/2 2.23

5.4 Tabletop Communication
Multicast communication is often useful – a group pic-
ture at a restaurant needs to be shared with everyone

11



• Looking across the divide between networking and 
digital communications/circuits

• Or, across the divide between networking and 
localization with signal processing

• For some very powerful and compelling results

41

Final thoughts, on latter-half topics



42

Project: Why
• In-depth study of a topic
– Performance evaluation 

studies, protocol 
modifications, applications, 
measurements, ...

– Must be wireless, but 
otherwise flexible

– Discuss project ideas w/me

• An opportunity à



Project: What
• New research, or a new take on a system we read about

• At least partly hands-on (implementation) projects
– Individually, or in pairs of students
– Must be working code uploaded to Princeton University’s 

githuborganization and shared with instructor

• Carefully consider platform options:
– Real-world experiments (preferred)
– Trace-driven simulation

• “We believe in rough consensus and running code”
43



• Once team formed: read project ideas, then schedule a meeting 
with KJ in WASS to discuss your project choice, review writeup

• “Plan to throw one away; you will, anyhow.”
44

Project: When

5/5Today 2/20 3/3 4/18, 4/20



• Two pages in length

• Introduce and clearly explainthe problem
– Give context: most relevant related work with citations

• Sketch high-level system design (changeable!)
– Highlighting new knowledge contributions

• If applicable, provide a plan for experimental evaluation (changeable!)

• Finally provide a work plan, including:
• Arough division of labor
• Highlight the systems programming work involved
• When and where you propose to leverage existing code
• How you will meet Checkpoint #2 and final product

45

Checkpoint #1: Written proposal



• Demonstration of your system or a part of it, functioning

• Technical design overview
– High-level block diagram
– Components: Protocol timelines, state machines

• Code review (100 LoC)
– You choose the code
– Comment and syntax-highlight your code

46

Checkpoint #2: In-class demo & review



• Same structure as the research papers we will read:

• Introduce and motivate the problem
– Placing in context of some related work

• Describe your design clearly

• Present a performance evaluation
– Comparing your design to a “strawman” system

• More related work, and conclusion

47

Final write-up and demo



1. Logistics and administrivia

2. Course outline: Whirlwind tour, and a  bit more about 
the course project

3. Why is wireless interesting, and intellectually 
challenging?
– Fundamental limits open
– (Most) wireless is a shared medium
– Evaluation challenges 

Today
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Some things are well understood…

Q: What’s the capacityof a point-to-point link?
– Bits per second can ”reliably” communicate

• Before Shannon:
– Only way to make probability of bit error arbitrarily small is to 

reduce the rate of communication.

• After Shannon (with some assumptions):
– Up to some rate C (the Shannon Capacity), coding can

make chance of  bit error arbitrary small!

49



…others aren’t understood well at all!
Q: What’s the capacity of a wireless network?

A [Information theory]: “  ”
A [CS community]: “Let’s build a better medium 
access control protocol!” 50



• In wired networks link bit error rate 10-12 and less

• Wireless networks are far from that target

• Two quantities we care about:
– Signal-to-interference plus noise ratio (SINR)
• Signal Power / (Noise Power + Interference Power)
–Measured at the receiver

– Bit Error Rate (BER)

What makes wireless networks different 
from wired networks?

Alice Bob
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Path Loss
• Signal power attenuates by about ~r2 factor for omni-directional 

antennas in free space

– r is the distance between the sender and the receiver

– The exponent depends on placement of antennas
• Less than 2 for directional antennas
• Greater than 2 when antennas are placed on the ground
–Signal bounces off the ground and reduces the power 

of the signal
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Throughput vs. distance (WiMAX)

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=04526126
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• Signal bounces off surface and interferes with itself
– Constructively or destructively, depending on the respective 

path lengths

• A “self-interference” effect

Multipath Effects

54
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• Transmitters broadcast

• Devices can operate 
either in transmit or 
receive mode

• How do you coordinate 
access to the medium?

Wireless is a shared medium

Alice Bob
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• Noise is naturally present in 
the environment from many 
sources

• Interferencecan be from 
other users of the same 
technology, other 
technologies altogether

• Impacts the throughput users 
can achieve

Interference

Alice Bob

Cathy

Cathy
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• Easy to do in wired networks: 
simply add wires

• But adding wireless “links” 
increases interference.
– Frequency reuse can help … 

subject to spatial limitations
– Or use different frequencies 

… subject to frequency 
limitations 

• The capacity of a wireless 
network is fundamentally limited

How might we boost a wireless
network’s capacity?

Alice Bob
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• In general, the lower the SINR the higher the BER
– Higher BERàhigher frame error rate à lower capacity

• So, we could make the signal stronger…
– Increasethe Spart of SINR

• Why is this not always a good idea?
– Increased signal strength requires more transmit power

– Increases the interference range of the sender, so sender
interferes with more nodes around it
• And then they increase their power...

Boosting capacity, second attempt
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• Deployment comprising cells 
–can reuse frequencies in 
different areas
– Non-adjacent

• Challenge to provide 
consistent service even at the 
edge of the cell –be able to 
deal with intensity given the 
capacity of the cell

Cellular architecture
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Wi-Fi architecture
• Could be chaotic or managed

• Limited spectrum –service guarantees hard to make

• Channel assignment, power control
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Mobility affects link throughput 

Alice

Bob

• Quality of the transmission depends on distance and other 
factors
– Covered later in the course

• Affects the throughput mobile users achieve.

• Worst case is periods with no connectivity!

time

Throughput,
Alice to Bob
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• Mobile people and devices affect the transmission channel of 
stationary nodes.

Mobility matters, even for stationary users 

Alice

Bob

Cathy

time

Throughput,
Alice to Bob
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• The impact of mobility on 
transmission can be complex
– Multi-path effects –much 

more on this later

• Mobility also affects 
addressing and routing

And it gets worse...

Alice

Bob

Cathy

time

Throughput,
Alice to Bob
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Diagnosis of wireless bit errors
• Bit errors can be due to:
– Signal errors that lead to a packet that cannot be decoded, or
– Corruption of the transmitted information due to collisions, 

SINR too low

• Understanding the reason behind a loss requires cross-layer 
information
– Is it PHY, or MAC-related?
– Need to look across more than one layer to diagnose
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1. Logistics and administrivia

2. Course outline: Whirlwind tour, and a  bit more about 
the course project

3. Why is wireless interesting, and intellectually 
challenging?
– Fundamental limits open
– (Most) wireless is a shared medium
– Evaluation challenges 

Today
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• Wireless testbeds are hard to manage
– Interference, production networks, control node movement, ..

• Wireless network research has largely been simulation based
– Questionable accuracy
– Difficult to evaluate real hardware and applications

• Emulation provides an attractive middle ground between 
simulation and testbeds

Evaluation: Challenges and Tradeoffs

EmulatorSimulator Testbed

RealismControl & Repeatability
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Why these Differences?

MAC
Firmware

PHY

Networking Stack

Reality Physical EmulationSimulation

~

~

Applications

OS

Networking Stack

Host Device

Wireless Device

Antenna

Signal Propagation

Gives
Control
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A Very Naïve Model
• A radio’s transmission area is circular
• All radios have equal range
• If I can hear you, you can hear me (symmetry)
• If I can hear you at all, I can hear you perfectly
• Signal strength is a simple function of distance
• The world is flat

• Sometimes alright, when explaining concepts, but not for 
serious work (or learning)
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Some Improvements
• Two ray ground model
– Still very simple –too static and regular

• Models that include a “grey” region
– Packet delivery rate still depends on distance
– But model includes a region where PDR is probabilistic
– Possible to “fit” to different environments

• Modeling of interference
– Very relevant for both PHY and MAC layer effects
– Advanced models also model fading, impact of transmit rate, 

terrain factors, etc.
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Simulation v. Reality: 
Experimental examples
• Proofs used for criticism:
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• Several papers show major differences between wireless 
experiments in simulation vs. in the real world
– Experimental evaluation of wireless simulation assumptions. David Kotz, Calvin 

Newport, Robert S. Gray, Jason Liu, YouguYuan, and Chip Elliott. Technical Report 
TR2004-507, Dept. of Computer Science, Dartmouth College, June 2004

• Shows that standalone simulations are not enough
– OPNET, NS-2, GloMoSim
– NS-3 is already much more realistic

• Hybrid approach of simulation and real testbed is more 
appropriate: trace-driven simulation

Simulation Accuracy
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• Fully realistic, but:
– Hard to control and repeat experiments
– Representative for just one particular location

• A number of testbeds available over the Internet
– Emulab in Utah
– Indoor and outdoor Orbit at Rutgers

Testbeds
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Topics for next time:
Medium Access Control

Your task:
Read papers, file HotCRP reviews
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