
Linear algebra review for cos424

RECTANGULAR MATRICES

Let A = [aij ]i=1...m
j=1...n

be a matrix with m lines and n columns.

Transposition: B = A> ∆⇐⇒ ∀i = 1 . . . n ∀j = 1 . . .m bij = aji.

• (A>)> = A , (A + B)> = A> + B>, (λA)> = λA>, (AB)> = B>A>.

Kernel (nullspace): Ker(A) ∆= {x : Ax = 0}.

Image (column space): Im(A): the vectorial space spanned by the columns of A.

• dim(Im(A)) + dim(Ker(A)) = n. — Hint: consider a basis of Rn whose first elements span Ker(A).

Rank: rank(A) ∆= dim(Im(A)).

• rank(A) ≤ min(m,n). — Proof: the n columns are elements of Rm.
• rank(A) = rank(A>). — Hint: first show that rank(A>) ≤ rank(A).

Orthogonal matrix: A is orthogonal ∆⇐⇒ A>A = I.

• Equivalent statement: the columns of A are orthogonal unit vectors.
• A is orthogonal =⇒ rank(A) = n =⇒ n ≤ m.
• The columns of a square orthogonal matrix form an orthonormal basis.

QR decomposition: A = QR with Q: m× r, orthogonal, and R: r × n, upper triangular, r = rank(A).

• Gram-Schmidt orthogonalization algorithm:
let ui be the columns of A, vk be the columns of Q, rki the coefficients of R.

k ← 0; for i = 1 . . . n : for j = 1 . . . k : rij = uivj ; endfor; x← ui −
∑k
j=1 rkivk;

if x 6= 0 : k ← k + 1; rik = ‖x‖; vk = r−1
ik x; endif ; endfor.

SQUARE MATRICES

Let A = [aij ]i=1...n
j=1...n

be a matrix with n lines and n columns.

Invertible matrix: A is invertible ∆⇐⇒ rank(A) = n

• A A−1 = I and A−1A = I.

Triangular matrix: All coefficients below (or above) the diagonal are null.

• A is upper triangular ∆⇐⇒ ∀ j < i, aij = 0.

• A is lower triangular ∆⇐⇒ ∀ i < j, aij = 0.

Determinant:
Let Sn is the set of the n! permutations of {1 . . . n}.
Let N (σ) be the number of pairs of indices misordered pairs by permutation σ ∈ Sn.

Then det(A) ∆=
∑
σ∈Sn

(−1)N (σ)
n∏
i=1

ai,σ(i) .

• det(I) = 1.
• det(A) = 0 ⇐⇒ A is not invertible.
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• det(A) = det(A>).
• det(AB) = det(A) det(B).
• |det(A)| is proportional to the volume of the convex hull formed by the origin and the columns of A.
• A orthogonal =⇒ det(A) = ±1.
• A triangular =⇒ det(A) =

∏n
i=1 aii.

Eigenspectrum: x 6= 0 is an eigenvector of A for eigenvalue λ ∆⇐⇒ Ax = λx.
• spectrum(A) is the set of eigenvalues of A.
• If A− λI is invertible, λ /∈ spectrum(A). – Hint: then A = λx has only one solution: x = 0.
• The eigenvalues of A are the roots of the characteristic polynomial P (λ) = det(A− λI).

Trace: trace(A) ∆=
∑n
i=1 aii.

• trace(AB) = trace(BA). — Proof: calculus.

SYMMETRIC MATRICES: A> = A

Spectral theorem: There is an orthogonal matrix Q and a diagonal matrix D such that A = Q>D Q.
— Hint: study the complex roots of the characteristic polynomial (tricky.)
• The columns of Q are eigenvectors.
• The diagonal matrix D contains the corresponding eigenvalues.

Positive definite symmetric matrix ∆⇐⇒ ∀x 6= 0, x>A x > 0.
• All eigenvalues are > 0.
• Equation x>A x = 1 defines an ellipsoid whose principal axes are the eigenvectors.
• The Cholevsky decomposition algorithm computes a lower triangular matrix U such that A = U U>.
• Weaker variant: Positive symmetric matrix ∆⇐⇒ all eigenvalues are ≥ 0.

NUMERICALLY SOLVING Ax = b

Avoid
• Cramer formulas involving ratios of determinants.
• Algorithms to compute the inverse of a matrix.

When A is a triangular matrix: back-substitution
• Solve the equation with a single unknown
• Substitute into the remaining equations and repeat.
• Warning: when A is not invertible, aim for the equation with the least unknowns.

When A is an orthogonal matric: transpose
• You already know the inverse: x = A>A x = A>b.

General case: use a decomposition algorithm.
• QR decomposition: A = QR with Q orthogonal and R upper triangular;

solve Rx = Q>b with one round of back-substitution.
Warning: when QR tells you that rank(A) < n, verify the solution!
Understanding the QR decomposition is sufficient for most purposes.

• Cholevsky decomposition is faster when A is positive definite symmetric.
• See Trefethen and Bau for: Column pivoting, LU decomposition, and SVD.
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