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3.4 Analysis of the Randomized MST Algorithm

We shall derive a linear time bound on the running time of the randomized algorithm, assuming that thinning takes linear time.  We state the bound in terms of the number of edges 
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 of the problem graph; once a vertex becomes isolated (incident to no edges), we just delete it.  The algorithm is as follows: if the graph has at most 
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 vertices (for some constant 
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 whose value we shall choose), do a Boruvka step, including a cleanup.  Assume this takes at most 
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 time for some appropriate constant 
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 Otherwise, sample the edges, find an MSF of the sample by applying the algorithm recursively, and do thinning.  Assume that generating the sample and doing the thinning takes at most 
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 time.  In either case, apply the algorithm recursively to the remaining graph.  A Boruvka step colors at least 
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edges blue and deletes them (via the cleanup).  A thinning step colors red on the average at least 
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edges and deletes them.  There is one recursive call if a Boruvka step is performed, on a graph containing at most 
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edges.  There are two recursive calls if a thinning step is performed, on the sample graph and on the graph remaining after the thinning.  Together these two graphs have on the average at most 
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  edges.  As long as we choose 
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 the recursive calls in either case are on graphs with at most 
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 edges for 
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 and we will get a linear time bound.

To get such a bound, we charge the work done at each step to the decrease in the number of edges.  We do this by giving a graph with 
[image: image15.wmf]m

 edges a potential of 
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 for a suitably large 
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  Let us see what 
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 needs to be. A Boruvka step reduces the potential by at least 
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 which must be enough to pay for the am time spent during the step.  That is, we need 
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 A sampling and thinning step on the average reduces the potential by at least 
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(the rest of the potential is needed for the two sub-problems), which must pay for the 
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 time spent during the step.  Thus we need 
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 Choosing 
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 to make these constraints equal gives 
[image: image25.wmf]/4;
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minimizing 
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 then gives 
[image: image27.wmf]82.
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