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Abstract 

Compute r  graphics  hardware  suppor t ing  rea l - t ime interac- 
t ive 3D an ima t ion  has the  po ten t i a l  to suppor t  effective user 
interfaces by enabl ing v i r tua l  3D workspaces.  However, this 
po ten t i a l  requires development  of viewpoint  movement  tech- 
niques t ha t  suppor t  r ap id  and  control led movement  th rough  
workspaces.  R a p i d  movement  th rough  large dis tances  avoids 
was ted  work t ime; control led movement  near  ta rge t  objects  
allows the  user to  examine  and  interact  wi th  objects  in the 
workspace.  Current  techniques for viewpoint  movement  typ-  
icaUy use high velocit ies to  cover dis tances  rapidly,  bu t  high 
velocities are ha rd  to  control  near  objects .  This  paper  de- 
scribes a new technique for t a rge ted  viewpoint  movement  
tha t  solves this  problem.  The key idea is to have the user 
indicate  a poin t  of in teres t  ( target)  on a 3D objec t  and  use 
the  dis tance to this  ta rge t  to  move the viewpoint  logari thlni-  
cally, by  moving the same relat ive percentage of d is tance  to 
the  ta rge t  on every an ima t ion  cycle. The  result  is r ap id  mo- 
t ion over dis tances  tha t  slows as the  viewpoint  approaches  
the  ta rge t  object .  The technique can be used wi th  2D and 
mul t id imens ional  input  devices. We also extend the tech- 
nique to move objects  in the workspace.  
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1 I N T R O D U C T I O N  

Advances in computer  graphics  hardware  have enabled the 
p rac t ica l  rea l iza t ion  of rea l - t ime in teract ive  3D an imat ion  
systems.  These systems have the po ten t i a l  to  provide simu- 
la ted 3D workspaces for user in terac t ion  with  C A D / C A M ,  
medical  informat ion,  scientific visual izat ion,  "art if icial  real- 
i ty" ,  and  general  informat ion access. An  impor t an t  require- 
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merit for such sys tems is a technique tha t  allows the user 
to  move the viewpoint  (1) rap id ly  th rough  large dis tances,  
(2) wi th  such control  t ha t  the  viewpoint  can approach  very 
close to a ta rge t  wi thout  collision. We call this  the  p rob lem 
of rapid and controlled, targeted 3D viewpoint movement. 
This p rob lem arises in large informat ion  spaces, such as for 
complex machine pa r t s  in a CAD sys tem or in s imula ted  
landscapes .  Large informat ion  spaces contain  numerous ob- 
jec ts  a n d / o r  highly de ta i led  objec ts  t ha t  require  the  user to 
move back and  forth from global,  or ient ing views to manip-  
u la te  de ta i led  informat ion.  

Current  techniques for moving the  viewpoint  are not  very 
sa t is factory  for t a rge ted  viewpoint  movement.  Some tech- 
niques fail to suppor t  r ap id  movement  because of inefficient 
in teract ions  or movement  t ra jec tor ies .  Techniques suppor t -  
ing r ap id  movement  ei ther  use coarse-grained scale factors 
for direct pos i t ioning of the viewpoint  over large dis tances  or 
use high velocities for flying the viewpoint  rap id ly  th rough  
large distances.  Coarse-gra ined scale factors do not  allow 
f ine-grained control  and  high velocity flight is difficult to 
control  once a ta rge t  objec t  is reached. 

This pape r  describes a new, more  effective technique for 
t a rge ted  3D viewpoint  movement .  The key idea is to have 
the user select a 3D poin t  of interest  ( the ta rge t )  on the  
surface of an  object .  On each an ima t ion  cycle, the  user 's  
viewpoint  is moved the same relat ive percentage of the  dis- 
tance to the  target ,  resul t ing in an approach  tha t  is r ap id  
for large distances,  bu t  logar i thmical ly  slower as the  ta rge t  
becomes closer. Since the  technique only requires the  mouse 
or afaother 2D input  device, it  in tegrates  wi th  exist ing in- 
terfaces and  work environments .  I t  can also be used with  
mul t id imens ional  input  devices. In the  paper ,  we summar ize  
current  viewpoint  movement  techniques,  describe the Point 
of Interest logar i thmic  movement  technique,  and  show how 
the ideas can be ex tended  to include general  objec t  move- 
ment .  

2 3D V I E W P O I N T  M O V E M E N T  

Developing an effective technique for 3D viewpoint  move- 
ment  is difficult for several  reasons.  One p rob lem is the  
number  of pa rame te r s  to  be control led by the user. 3D 
viewpoint  movement  involves at  least  six degrees of free- 
dom: three dimensions for pos i t ion  and three dimensions 
for ro ta t ion .  The  ac tua l  number  of pa rame te r s  depends  on 
the  movement  metaphor ,  which typical ly  involves ei ther  the 
direct  pos i t ioning of the  viewpoint  in the  workspace or the  
flying of the  viewpoint  th rough  the workspace.  Direct  posi- 
t ioning me taphors  typica l ly  involve a scale factor pa rame te r  
for the  input  device and  flying metaphors  typica l ly  involve 
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velocity or direct ion parameters .  Special ized tasks can in- 
volve addi t iona l  viewpoint  pa rame te r s  ( typica l ly  associa ted  
with  the  viewing mat r ix ) .  For example ,  a c inematographic  
appl ica t ion  might  have a pa rame te r  for control l ing the zoom 
of the field of view. 

Ano the r  p rob lem is the  type  of viewpoint  movement  re- 
quired by a given task.  We can dis t inguish at  least  four 
types  of viewpoint  movement  for in teract ive  3D workspaces:  

General movement .  Explo ra to ry  movement ,  such 
as walking th rough  a s imulat ion of an architec- 
tura l  design. 

Targeted movement.  Movement  wi th  respect  to 
a specific target ,  such as moving in to examine a 
deta i l  of an engineering model.  

Specified coordinate movement .  Movement  to a 
precise pos i t ion  and  or ientat ion,  such as to a spe- 
cific viewing posi t ion relat ive to a molecule or a 
CAD solid model .  

Specified trajectory movement .  Movement  along 
a pos i t ion  and or ienta t ion  t ra jec tory ,  such as a 
c inematographic  camera  movement .  

A technique appropr i a t e  for t a rge ted  m o v e m e n t - - t h e  focus 
of this  p a p e r - - m a y  not  be appropr ia t e  for another  type  
of movement .  For example ,  general  exp lora tory  movement  
may  proceed at  a re la t ively uniform speed,  and  it may  not  
be necessary to approach  very close to objects .  In  tha t  case, 
a technique based  on the me taphor  of walking or dr iv ing a 
car  may  be sa t i s fac tory  even though it is re la t ively slow and 
is ha rd  to control  near  objects .  

In  add i t ion  to the  inherent  difficulties of control l ing the 
viewpoint  pa ramete rs ,  we also desire a technique tha t  satis- 
fies the following general  interface requirements:  (1) is easy 
to use, (2) prevents  user d isor ienta t ion,  (3) in tegra tes  with 
other  user interface and work environments ,  and  (4) sup- 
por t s  the  percept ion  of the  v i r tua l  workspace.  

3 CURRENT V IEWPOINT  MOVEMENT TECHNIQUES 

3D viewpoint  movement  can be accompl ished by ei ther  mov- 
ing the  viewpoint  th rough  the  workspace [1,4,7,8,11,14] or by  
using object  movement  techniques [1,2,3,5,6,9,11,13,14,15] 
to move the  workspace a round  the viewpoint .  This sect ion 
focuses on current  v iewpoint  movement  techniques and  dis- 
cusses difficulties they  have suppor t ing  t a rge t ed  viewpoint  
movement .  Exper imen ta l  evidence suggests t ha t  the  objec t  
movement  approach  does not  work very effectively in com- 
plex mul t i -ob jec t  workspaces [14]. Fur thermore ,  except  for 
Bier 's  snap-dragging  technique [3], objec t  movement  tech- 
niques also have the problems descr ibed in this  section, and  
Bier ' s  gravi ty  function for rap id  movement  of objec ts  to tar-  
gets does not  suppor t  control led movements  near ta rgets .  

Current  v iewpoint  movement  techniques exhibi t  one or 
more of three  basic  difficulties in carrying out  t a rge t ed  move- 
ment:  (1) inefficient in teract ions  and  movement  t ra jec to-  
ries, typica l ly  caused by  2D input  devices; (2) l imits  on hu- 
man  reach and precision when the technique is based  on 
di rec t ly  posi t ioning the viewpoint;  and  (3) difficulties con- 
t rol l ing high velocities when the technique is based  on flying 
or s teering the viewpoint  th rough  the workspace.  

Inel~cient interactions and movement  trajectories. Many 
techniques ( typica l ly  based  on 2D devices) require the  user 
to accomplish a movement  by shifting back and forth among 
simple movement  modes  [7,8~11]. For example ,  the  Jack  sys- 
t em [11] for man ipu la t ing  a r t i cu la ted  figures uses a menu 
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F igure  1: To move the viewpoint  (shown as pyramids  in 
the  d iagram)  toward  an  ob jec t  in the  Jack  sys tem [11], the  
user must  (1) pan  the line of sight to face the  object ,  (2) 
zoom to the  desired distance,  and (3) sweep to the desired 
or ientat ion.  

for assigning the  mouse to "sweep",  "pan" ,  or "zoom" op- 
erat ions.  The  in terac t ion  is non-op t imal  because  the  menu 
must  be used frequently to assign the mouse to different op- 
erat ions.  Figure  1 also shows t ha t  the  movement  t ra jec tor ies  
are inefficient because  the  user cannot  move di rec t ly  to the  
point  of interest .  Movement  interfaces based  on "dial  boxes" 
also resul t  in inefficient movement  t ra jec tor ies  because  users 
general ly  adjus t  only one dial  a t  a t ime.  

Limits on human reach and precision. Ins tead  of using a 
low-dimensional  t ransducer ,  such as a mouse,  and  shift ing it 
among the mul t ip le  pa rame te r s  of control,  a common al ter-  
nat ive  tac t ic  uses a six degree of f reedom input  device, such 
as the  Polhemus cube,  to  posi t ion the  v iewpoint  d i rect ly  
in the  workspace [1,4~14]. Unfor tunate ly ,  psychophys ica l  
const ra in ts  l imit  direct  pos i t ioning techniques from simul- 
taneous ly  suppor t ing  rap id  and control.led movements .  For 
example ,  when the input  device is scaled so tha t  r ap id  move- 
ments  can be accompl ished in the  span  of the  h u m a n  arm,  
hand  t remors  make fine-grained control led movements  dif- 
ficult. A more f ine-grained scale factor  requires rachet ing  
techniques [14] to provide a full range of mot ion,  leading 
to inefficient interact ions.  Therefore,  this  a l t e rna t ive  tac t ic  
does not handle  the  large dis tances  and very close posi t ion-  
ing of t a rge t ed  movement .  

Difficulties controlling high velocities. Some techniques 
address  the  p rob lem of r ap id  movement  over dis tances  by 
providing users wi th  veloci ty controls  [7,8,14]. The diffi- 
culty is t ha t  a high velocity for covering dis tances  rap id ly  is 
difficult to control  near  the  ta rge t .  For example ,  F igure  2 
plots  three typica l  user s t ra tegies  for control l ing the  veloci ty 
while approaching  an objec t  over a distance.  These plots  are 
functions of the  form 

f ( t )  : rut 

where the  user controls  the  pa rame te r  v~ over t ime t. The  
s t ra tegies  are: (1) slow,sure,  (2) fas t ,overshoot ,  and (3) 
pulse. The slow&sure s t ra tegy  uses a low veloci ty tha t  al- 
lows the user easy control  near  the  object .  However, it  takes 
a long t ime.  The fas t&overshoot  s t ra tegy  uses a high ve- 
loci ty tha t  covers dis tance rapidly.  However, the  user will 
p robab ly  overshoot the  poin t  of in teres t  because of delays 
due to human  reac t ion  t ime and  the discrete t iming of an- 
imat ion  frames (shown as ver t ical  lines). After  paus ing  to 
react  to the overshoot,  the  user moves in the  opposi te  direc- 
t ion and inefficiently oscil lates the  viewpoint  into the  desired 
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time 

Figure 2: Motion functions of the form f ( t )  -- v, , t  for three 
user strategies for controlling the velocity of movement to- 
ward a target. The horizontal  line at distance d represents 
a point  of interest,  the gray band  represents the desired 
viewpoint range near the point of interest,  and  the verti- 
cal lines represent an imat ion  frames. The slow&sure strat- 
egy has a wide intersection with the desired viewing range 
(shown in white) making it easy for the user to stop. The 
fast&overshoot strategy has a narrow intersection which re- 
quires several a t tempts  to stop. The pulse strategy involves 
pauses while the user plans the magni tude  of the next  pulse. 

viewing region. The pulse strategy uses little spurts of ve- 
locity to step towards the object. However, the user must  
pause to assimilate the effect of each pulse and the result ing 
movement  takes a long time. 

4 POINT OF INTEREST M O V E M E N T  

This section describes a new viewpoint movement interface, 
called P o i n t  of  In teres t  m o v e m e n t ,  tha t  was developed by 
also considering the object tha t  is the target of the user's 
desire to move the viewpoint. A Point  of Interest  (POI) 
is a location on the surface of an object in the workspace. 
POI movement  comes in two versions: basic P O I  m o v e m e n t ,  
which moves the viewpoint toward (or away from) the POI,  
and orient ing P O I  m o v e m e n t ,  which moves the viewpoint 
and also orients it to face the POI  for improved viewing and 
interaction.  

4.1 Moving the viewpoint toward a POI 

Basic POI  movement requires the user first to indicate a 
POI on the surface of a target object and then to init iate 
mot ion  toward (or away from) that  POI. The user indicates 
a POI  to the system by using the mouse cursor to select a 
target object in the 3D workspace. W h e n  the user pushes a 
mouse bu t ton ,  the viewing t ransformat ion is inverted and a 
ray is cast into the 3D workspace. The closest object pierced 
by this ray determines the POI  and  a circle is drawn on the 
surface of the object as feedback to the user. Since the feed- 
back might indicate that  the POI  is not  placed at the desired 
location, the user can interactively adjust  the mouse cursor 
while the mouse b u t t o n  is pushed and  adjust  the P O I  along 
the surface of the object. The interact ion is very natural .  
Just  as the human  eye rotates through a small visual angle 
to adjust  to a point of interest, the mouse cursor can move 
through a small distance. While these small adjus tments  
are being made, the POI  changes posit ion rapidly and  auto- 
matical ly in the 3D workspace over distances and through 
multiple degrees of freedom. Furthermore,  objects near the 
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Figure 3: Motion function for logarithmic mot ion f ( t )  = 
d - de - k t .  The time when the mot ion intersects the desired 
region indicates the movement  is rapid, and the width of 
the intersection rectangle indicates that  the movement can 
be controlled. 

viewpoint fill larger visual angles, which allows the user to 
make controlled adjus tments  as the viewpoint approaches 
an  object. Since all motions are relative to the POI,  the 
user need not  look at menus,  inset orthographic displays, 
or vir tual  sliders, which would lead to inefficient interface 
interactions.  

The distance to the POI  is used to compute a logarith- 
mic mot ion  function that  approaches the POI  asymptot-  
ically along the ray from the viewpoint to the POI.  The 
funct ion is 

f ( t )  = d - de T M  (1) 

where d is the distance to the object and k a proportion- 
ality constant  for the change. The plot of this logarithmic 
mot ion  funct ion in Figure 3 demonstrates  the desired prop- 
erties of rapid mot ion  over large distances to the object and  
controlled mot ion near the object. 

An  informal analysis of the user's control task suggests 
tha t  logarithmic mot ion should be more effective than  high 
velocity mot ion for targeted viewpoint movement.  The prob- 
lem with high velocity mot ion  to a target object is that  the 
object stays relatively small for a while and suddenly grows 
to fill the visual angle. Pew has studied perceptual  motor  
performance and  gives evidence tha t  signal predictabil i ty 
cart significantly enhance tracking performance [10]. Loga- 
r i thmic mot ion  has the property that  the target object ap- 
pears to grow at a constant  rate of proport ionali ty (the con- 
s tant  k in the mot ion function) as the viewpoint approaches, 
which makes it very easy to predict when the viewpoint will 
reach the desired distance from the object. 

A simple and efficient implementa t ion  of logarithmic mo- 
t ion results from using the constant  of proport ional i ty k in 
equation (1) to calculate the change in the distance from the 
viewpoint to the POI  on each cycle of the animat ion:  

e y e ,  ~ e y e ,  - k (eye~ - p o i , )  

e y e ~  ~ ~ y e ~  - ~ ( e V e ~  - p o i ~ )  (2) 
eyez ~ eyez - k ( eyez  - poiz)  

where eyes ,  eyeu,  eyez ,  poi~, poiv,  and poiz  are the world 
coordinates of the viewpoint and the POI.  This technique 
avoids using a square root on every an imat ion  cycle for cal- 
culat ing the distance from the viewpoint to the POI  and 
integrates nicely with the interactive ad jus tment  of the POI  
described above. The adjusted posit ion of the POI  can be 
used directly to calculate the new posit ion of the viewpoint  
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for the  next  an ima t ion  frame. The calculat ion can also be 
used to move away from the object  by making k negative.  

P O I  ad jus tmen t  and  logar i thmic  mot ion  represent  the  
funct ional i ty  of  basic F O I  movement .  We have implemented  
a viewpoint  movement  interface tha t  includes this function- 
al i ty  as pa r t  of an  environment  wi th  mul t ip le  workspaces 
called 3D Rooms [8,12]. The  movement  interface uses the  
middle  mouse b u t t o n  (on a 3 -bu t ton  mouse) to ad jus t  the  
P O I  and  two keys on the  keyboa rd  to indicate  ei ther  forward 
or backward  logar i thmic  motion.  This  design separa tes  the  
funct ional i ty  of  basic P O I  movement  to  different hands,  the  
mouse hand  for ad jus t ing  the  P O I  and  the keyboa rd  hand  for 
in i t ia t ing  logar i thmic  motion.  The  current  interface is easy 
to use and  in tegra tes  wi th  our general  v iewpoint  movement  
interface tha t  uses v i r tua l  joyst icks  to control  the  velocity 
of a v i r tua l  walk a round  a 3D room [8]. 

4.2 Orienting the viewpoint to face a POI  

Orient ing P O I  movement  extends  basic P O I  movement  to  
include an  ad jus tmen t  of the  viewpoint  to face the  P O I  for 
improved  viewing and  interact ion.  Orient ing P O I  movement  
requires two addi t iona l  operat ions:  (1) l a te ra l  movement  
of the  v iewpoint  toward  the ob jec t ' s  surface no rma l  at  the  
POI ,  and  (2) a ro ta t ion  to face the POI .  Unlike basic P O I  
movement ,  or ient ing P O I  mot ion  has the  p rope r ty  tha t  i t  
moves the  screen pos i t ion  of the  P O I  away from the mouse 
cursor, which is being used to ad jus t  the P O I ' s  3D posi t ion.  
Ra the r  t han  ad jus t ing  the mouse cursor to t rack  the P O I  
screen locat ion,  we have found it be t t e r  to tu rn  the  mouse 
cursor off dur ing P O I  mot ion  and  let the  user ad jus t  the  
P O I  feedback circle di rect ly  as a 3D cursor. Note  tha t  the  
l a te ra l  opera t ion  should only be used in combina t ion  wi th  
the  ro t a t ion  opera t ion  to  prevent  movement  of the  P O I  out  
of  the  window. The entire a lgor i thm for a single an ima t ion  
cycle of  or ient ing P O I  movement  is as follows: 

1. Cast a ray from mouse cursor into workspace. 

2. Draw PO[ circle on closest object surface. 

3. If the forward (or backward) key is pushed, then use 
equation (2) to move logarithmically forward (or back- 
ward) along ray. 

4. If either key is pushed, orient viewpoint: 

(a) Calculate the POI normal vector. 

(b) Multiply normal vector by the current distance to 
the POI to find the lateral position point. 

(c) Move logarithmically toward the lateral position 
point using a lateral proportionality constant. 

(d) Rotate the viewpoint to Jace toward the POL 

We have implemen ted  an efficient version of or ient ing 
P O I  movement  for 3D p lana r  objec ts  using p lanar  equat ions  
and  the  Silicon Graphics  graphics  l ibrary.  Our implementa-  
t ion has the  add i t iona l  feature  t ha t  the  user can make the 
v iewpoint  hover in front of the P O I  by  s imul taneously  push- 
ing the  forward and  backward  keys for logar i thmic  motion.  
W h e n  this  is done, the  viewpoint  will follow the P O I  as the  
user ad jus ts  i ts posi t ion,  allowing the user to "scroll" across 
the  surface of  an object .  

We have exper imented  wi th  various cons tants  for the  mo- 
t ion to  the P O I  and  the la te ra l  mot ion  to the  surface normal .  
The  p ropor t iona l i ty  cons tant  k for the  logar i thmic  mot ion  
to  the  P O I  is current ly  0.15. A wide range a round  this  value 
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Figure  4: Compared  to Figure  1, or ient ing P O I  movement  
has an  efficient t r a j ec to ry  towards  a po in t  of  interest  wi th  
au toma t i c  ad jus tmen t s  of mul t ip le  degrees of freedom. The  
py ramids  in the  d i ag ram represent  two posi t ions  of the  view- 
poin t  before and after  a P O I  movement  toward  a rectangle.  
The  posi t ion of  the  viewpoint  af ter  movement  is de te rmined  
by logar i thmic  mot ion  toward  the ta rge t  and  l a te ra l  mot ion  
to  the t a rge t ' s  surface normal .  The or ienta t ion  of the view- 
poin t  is also ro t a t ed  to face the  POI .  

also works. The  p ropor t iona l i ty  cons tant  for mot ion  to  the  
surface normal  should s imply be  larger  t han  for the  mot ion  
to the P O I  so tha t  the  v iewpoint  moves to the  no rma l  before 
the  desired dis tance  is reached.  The  current  value is 0.25. 

P O I  movement  is subjec t  to two add i t iona l  const ra in ts  
in our implementa t ion .  F i rs t ,  as wi th  our general  v iewpoint  
movement  using the walking m e t a p h o r  [8], P O I  movement  
is cons t ra ined  to keep the v iewpoint  in the 3D room and  
the v i r tua l  b o d y  upr ight .  A second cons t ra in t  is p laced  on 
the P O I  itself. Since the  user can move the P O I  while mov- 
ing the  viewpoint ,  we cons t ra in  the  P O I  to the  objec t  se- 
lected when P O I  movement  was in i t ia ted .  This  prevents  the  
user f rom accidenta l ly  changing his or her focus of a t t en t ion  
from one object  to another  dur ing v iewpoint  movement  and  
rap id ly  moving away from the in tended  target .  

4.3 Discussion of POI movement 

POI movement  is an effective t a rge t ed  movement  technique.  
The  movement  is r ap id  and  controlled,  and  the interface is 
simple. Since all movement  is re la t ive  to the  POI ,  users can 
place thei r  hands  on the mouse and keyboa rd  keys for log- 
a r i thmic  mot ion  and  focus their  entire a t t en t ion  on the 3D 
workspace as they  move the  viewpoint .  The  interface does 
not  require users to be aware of mul t ip le  movement  pa r am-  
eters,  such as veloci ty pa ramete rs .  As F igure  4 shows, the  
movement  t ra jec tor ies  are efficient. Logar i thmic  mot ion  to 
the  P O I  can au tomat i ca l ly  ad jus t  the  three degrees of free- 
dom of v iewpoint  posi t ion,  and  the surface normal  opera-  
t ions can ad jus t  the  other  degrees of  f reedom of v iewpoint  
or ientat ion.  Since users can point  a t  any object  they  see in 
the  3D workspace,  they  are not  l imi ted  by art i f icial  move- 
ment  res t r ic t ions  such as only being able  to move along the  
line of  sight. P O I  movement  in tegra tes  wi th  current  mouse-  
based  interfaces and  work environments .  Fur the rmore ,  log- 
a r i thmic  mot ion  can also be used wi th  mul t id imens iona l  de- 
vices. For example ,  the user could po in t  at  a t a rge t  objec t  
wi th  a VPL glove and  use s imple hand  gestures [13] to fly 
rap id ly  toward  the  ta rge t  wi th  logar i thmic  motion.  

P O I  movement  is very effective for t a rge t ed  viewpoint  
movements ,  bu t  is less effective for general  v iewpoint  move- 
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ment ,  part icularly when there is not an  appropriate  object 
to anchor the movement.  We still use our general viewpoint 
movement interface (i.e., a walking metaphor)  in our 3D 
Rooms system to explore the workspace. 

5 POI OBJECT MOVEMENT 

Useful 3D workspaces require an efficient and easy to use 
movement interface that  supports  bo th  viewpoint and  ob- 
ject movement.  We have developed a simple general object 
movement technique, based on a 2D mouse input  device, 
that  integrates well with POI  viewpoint movement.  Further-  
more, it can easily be integrated with Bier's snap-dragging 
techniques when rapid targeted object movements  are re- 
qnired [3]. 

The POI object movement  technique uses the mouse cur- 
sor to control a ray that  determines the lateral posit ion of 
the object (given the viewpoint coordinates) and uses the 
same keyboard keys as POI  movement  to control the posi- 
t ion of the object on the ray. 

The lateral movement algori thm selects the object 's  new 
coordinates by intersecting the ray (projected from the view- 
point  through the mouse/cursor  position) with the plane 
perpendicular  to the user's line of sight tha t  passes through 
the center of the object. Objects moved in this way are 
constrained to remain in  the 3D room by clipping the new 
coordinates to the room coordinates. A desirable side-effect 
of this clipping is tha t  an  object moved into a wall can be 
dragged along the wall. 

The movement of an object along the ray requires a more 
sophisticated mot ion function than  the one used for POI  
viewpoint movement because in addi t ion to requiring rapid 
and controlled movements of the object relative to the view- 
point,  the interface must  support  fine-grained movements  of 
the object relative to its own coordinate system. For exam- 
ple, it is impossible to move an object close to a wall with 
just  logarithmic mot ion when the distance between the ob- 
ject and the viewpoint is large enough that  calculations like 
those in (2) result in large differences. Our solution is to 
combine two mot ion functions: one to accelerate the object 
relative to its coordinate system and the other to clip this 
acceleration by a logarithmic mot ion  funct ion when the ob- 
ject accelerates towards the viewpoint. The combinat ion of 
these two functions is shown in Figure 5. The acceleration 
funct ion allows the user to make fine-grained object move- 
ment  using a pulsing technique similar to the one plot ted 
in Figure 2. The logarithmic mot ion  funct ion ensures tha t  
the user can still make controlled movements as the object 
moves towards the viewpoint. 

The integrat ion of POI  object movement with 3D snap- 
dragging [3] should be straightforward. They bo th  use the 
mouse cursor to cast a ray into the workspace for finding 
points of interest.  The snap-dragging skitter cart be used 
for POI  feedback, with the added bonus that  gravity can 
assist with the precise specification of the point  o£ interest.  
Finally, the style of the two techniques is similar, for they 
both  allow the user to focus on the 3D workspace during 
movements.  

The principal advantage of 3D snap-dragging is tha t  pre- 
cise placement of objects is easy. However, precise place- 
ment ,  with its addi t ional  complexity of specifying al ignment  
objects, is not always desirable or necessary. The advan- 
tage of POI  object movement  is tha t  it provides an  intu- 
itive and na tu ra l  way of doing approximate placement of 
objects. The combinat ion of POI  object movement and 3D 
snap-d_ragging will allow bo th  general movement and precise 
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Figure 5: The mot ion functions for POI object movement  
are plotted as previous figures with the viewpoint at distance 
0 and the object at distance d. The acceleration function 
is plotted as parabolic curves toward and away from the 
viewpoint. The logarithmic mot ion is plotted toward the 
viewpoint and clips off the velocity of the acceleration. 

movement when needed. 
The POI  object movement technique has a number  of 

advantages. It uses the same user interface conventions as 
POI  viewpoint movement,  hence is fully integrated with it. 
It only requires a 2D input  device like a mouse, bu t  can 
be used with a mult idimensional  device. It  is very easy to 
learn and use. Finally, it can be used in combinat ion with 
3D snap-dragging when precision is required. 

6 CONCLUSION 

We have described a new technique, point  of interest log- 
ari thmic motion, tha t  offers an improvement in the tech- 
niques available for targeted 3D viewpoint movement,  which 
occurs when users wish rapid access to many  objects or ob- 
jects with great detail. In this technique, the user selects 
a point  of interest. The technique uses this information 
to simplify the user's control task, resulting in movement  
that  is bo th  rapid and controlled. On each an imat ion  cy- 
cle, the viewpoint is moved the same relative percentage of 
the distance toward the point of interest target.  Thus the 
movement is rapid when the user is distant ,  but  slow and 
controlled when very near the target.  Like the arrow of 
Zeno's Paradox, the user's viewpoint continues to fiy closer 
to the point  of interest,  bu t  never actually reaches it. In- 
stead~ the user seems to see the target open at a uniform 
rate, revealing ever finer detail. 

In addi t ion to satisfying the goals of rapid and  controlled 
viewpoint movement,  this technique also satisfies the more 
general interface requirements listed in Section 2: 

1. The technique is easy to use. The user only has to 
point into the workspace and  indicate forward or back- 
ward movement.  The complex parameters  of view- 
point movement,  such as position, orientation,  and 
their rates of change are determined by the point  of 
interest and are adjusted automatically.  

2. The technique can help avoid disorientation. Logarith- 
mic motion is predictable and easy to control. This 
technique also helps with or ientat ion by making it fast 
for the user to zoom out to get orienting views and 
then to zoom back in. 
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3. The technique can be integrated with other techniques. 
It can be used with 2D or multidimensional input de- 
vices. It  is fully integrated with the POI  object move- 
ment technique for general object positioning, and can 
be combined with 3D snap-dragging to get precise ob- 
ject positioning. 

4. The technique enhances the perception of the virtual 
workspace. POI movement allows the user to easily 
move through the workspace without having to shift 
attention to menus or other user interface artifacts. 

POI movement should enhance a person's ability to in- 
teract with information spaces containing many items. I t  is 
thus a potential component of future systems that will sup- 
port complex and interesting interactions between human 
and machine. 
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