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PATTERNS IN NETWORK ARCHITECTURE:

DATA-CENTRIC NETWORKING
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source
first

middlebox
second

middlebox destination

this instance satisfies the specification
because the second middlebox
can be reached by forwarding 
(according to the current definition)
from the first middlebox

fixed by prohibiting this
forwarding rule, because
it forwards through the
header’s sender

all forwarding rules for a single header

Self
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source

router

first
middlebox

second
middlebox

destination

source
first

middlebox
second

middlebox destination

Self

SPECIALIZE!

in a “routed
network,” only
routers can have
more than one
inlink or
outlink

note many
loops through
router

Self

in a “peer
network,” there
can be no
node loops
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source

first
middlebox

second
middlebox

destination

WE’RE ALMOST THERE . . .

Self

. . . except that this satisfies the specification

orphan forwarding rules seem to be
a problem no matter where they are

once we prohibit them, everything works

orphan!
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PACKET
FILTERING

QoS

RELIABILITY

RELIABILITY

INTEGRITY
(ENCRYPTION)

INTEGRITY

reliability converts
bandwidth,
probability, latency
to goodput, which
also propagates
piecewise

encryption
decreases
bandwidth and
increases
latency, both bad

filtering
increases
latency (bad)
and bandwidth
(good)

reliability
above
encryption

reliability
above
mobility

encryption
above
mobility

filtering and
encryption are
independent
only if session
initiations are
not encrypted

MOBILITY

MOBILITY

SERVICE
INTERACTIONS

filtering above
mobility or
far from
endpoint
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CONTENT-DELIVERY NETWORK

client closest CDN
server

data
source

(CDN origin server)

distribute
content to 

local servers

GET data

HTTP response

client’s DNS lookup goes to DNS server of CDN,
returns IP address of closest CDN server





A
A
A

A

A

A

NAMED DATA NETWORKING

MEMBERS

NAMES

members are producers of data, 
consumers of data (or both),
routers

LINKS

there is a fixed set of links—this
is very important

names of unique, immutable data
packets are also names of their
producers or repositories

so a member can have no names
or many names, and a name can
belong to more than one member

ROUTING

routing is fairly normal, even using
existing protocols

SESSIONS

these are interesting!

route to name prefixes
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interest
(name, ident)

interest
(name, ident)

interest
(name, ident)

has
name

has named
data,

cached

session state
(PIT) remembers
session, inlink w

session state
(PIT) remembers
session, inlink x

w x y z

NAMED DATA NETWORKING: SESSIONS

A SESSION HAS (AS ALWAYS) A DESTINATION NAME AND IDENTIFIER (NONCE)

data (name)data (name)data (name)
at each router

on the reverse path,
the router removes

the session state and
forwards to its inlink

as with Web
caching, a session
might not extend
all the way to its
named destination

the session identifier
prevents routing loops

a session consists of
one interest packet
and one data packet . . .

. . . although a data
packet on a link can
be shared among
sessions
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n1: “price = 550”

n1

SIENA
Notification Delivery



SIENA
Implied Ideal Application Characteristics

• Many publishers and many subscribers
       To justify decentralized implementation

• Notifications much more frequent than subscriptions
       To justify subscription forwarding

• Low subscription churn
       To justify subscription forwarding and merging

• High subscription selectivity
       To justify content-based matching in brokers

• Subscription similarity correlated with network locality
       To justify subscription merging



SIENA
Implied Ideal Application Characteristics

• Many publishers and many subscribers
       not Stock Quotes

• Notifications much more frequent than subscriptions
       not Software Updates

• Low subscription churn
       not location-dependent applications

• High subscription selectivity
       not Software Updates

• Subscription similarity correlated with network locality
       not Stock Quotes, Software Updates, MMOGs, etc.



☞ Few applications have all these characteristics

Traffic alerts

Social interaction alerts

others?

SIENA
Implied Ideal Application Characteristics



Internet-Scale Pub/Sub
Other Approaches

☞ Other approaches induce similar limitations

• Gryphon

• Subscription flooding over tree of clusters

• Applicable if subscriptions are few and stable

• Hermes

• Rendezvous nodes allocated to content types

• Applicable if load is spread evenly by type

• PreCache

• Trie- and kd-tree-based subscription storage

• Applicable if subscription churn is very low



Conclusion
• Conceptually, publish/subscribe is a very general 

abstraction

• But it loses generality once realized at Internet 
scale

• And it does so for reasons that have little to do 
with the peculiarities of the Internet

• Adaptability as a compromise
ROAR’s partitioning/replication tradeoff
Alex and Antonio’s content-based networking (CBN)



Question 3
How can research ... be fostered ... ?

• With respect to abstractions for building ...

I would like to have better formal logical 
and probabilistic models ...

... for exploration of and reasoning 
about ...

... the design space induced by a network 
abstraction like publish/subscribe.
















