CS 126 Lecture T4:
Computability




e Introduction

Outline

* Nature of Turing machines

* Uncomputability
e Conclusions

CS126

17-1

Randy Wang




Where We Are

°T1
- Simplest language generators: regular expressions
- Simplest language recognizer: FSASs

* T2: more powerful machines
- FSA, NFSA
- PDA, NPDA
- TM

* T3: more powerful languages associated with the mor
powerful machines

° T4:
- Nature of TM: the most powerful machines
- Lanquages that no machine can ever deal with
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Limits
@ As we make machines more powerful,
we cah recognize more languages

Are there languages
that no machine can recognize?

Are there limits on the power of

machines that we can imagine?

* Intuively, machines are finite representations of languages

* There are “more” languages than machines (“uncounte
vs. “countable™)

* Therefore, there have to be some “weird” languages! |
look for those!

ble”

_et’s
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@ Puzzle ("Post's Correspondence Problem’) )

Given a set of cards

» N types of cards, as many as needed

v ecach has a top string and a bottom string
o SR e Ty

Puzzle: find a way to arrange the cards
(using as many copies of each as you want)
so that top and bottom strings are the sa

(or report that it's impossible).
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Post’'s Correspondence Examples
Solution to Example

S

ABABABABA
Exnmplv. 2: (no solution) |

REOG

Surprising fact: this puzzle is UNSOLVABLE!
scan't write a program to determine whether
a given set of cards can be so arranged
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Outline

{rtreduction
* Nature of Turing machines
- Can match power of any sophisticagadomata

- Can match power of amgal special purpose computer

- Can be made generaldonulate any special purpose TM
- Therefore can match power of amal general purpose

computer
- In fact, it can match the power ahy computation methods

* Uncomputability
e Conclusions
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M: the Ultimate Machine!

* “Power” = ability to recognize languages

* “Impossible” to make a Turing Machine more powerful!

* All the following attempts have been proven to be
equivalent to a vanilla TM:

- Composition of multiple TMs
- Multiple tapes

- Multiple read/write heads

- Multi-dimensional tapes

- Non-determinism

* In other words, we can construct a regular TM that is
equivalent to any of these
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Ms: as Powerful as any Real Programs

A e e fData

WII Contol

Read/write head
(moves in both directions)

™

Control @ (| Finite control

dy

7

proof sketch:
T encode state of memory, PC, etc. on TM tap:
e develop TM states for ecach instruction
» can do because all instructions
examine current state
make well-defined changes
depending on current state

» could simulate a+t gate level, machine level,...
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Ms: as Powerful as any Real Programs

CLAIM: Turing machines are equivalent
TS L e Y

to C programs
proof sketch:

program =) TQY program =) TM
TM =) C program

Works for all programs and machines ?
R T R e e BN sy

CS126 17-9 Randy Wang




Universal Turing Machine

* So far, we have builipecial purpose TMsfor each
different problem, example: one that recognizes

palindrome

* This is likespecial purpose computergpiror to von

Neumann store-program computers

* Question: can we make a general purpose TM just likd

general purpose computers?

* Universal Turing Machine (UTM)@a general purpose
Turing machine that can simulate the operationaofy

special purpose TM

* How? Just like a von Neumann architecture, the idea |

store the representationof a TM inside a UTM

> the

sto
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What Are the “Ingredients” of a TM?
Tapge dontent| § . -
Read/write head ALk 6 20L 10R 20R
movel 1 5 0L 1 1R 1 2R
move2 2 6 0 ‘%. 2 1R 2”2 R

Current §tate ves 3 1he "Program

h NO 4 4 0L 41L 4201L
o> {, testl 5 3 0L 7 0L 4 2 L
q3 test2 6 3 0L 410L 7 0L
™ 92 back 7 0OOR 7 1L 7 2 L

* Three “ingredients” of a special purpose TM:
- The TM “program”
- The tape content
- The current TM state
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How to Make a UTM? How Does It Work?

— | * Encode the three
Tape | Encodlng of TI\/I S tape content ingredients of TM using
Data memory \ three tapes of a UTM

* UTM (simulates TM)

Tape 2 |Encod|ng of TM S program - read tape 1
Instruction memory, - read tape 3

: / - consult tape 2 for what
'l'upe3 Encéding of TM's current state _tvc\),rﬂg tape 1 if necessar
PC

- move head 1
- write tape 3
* Very much like the fetch-
Incr-execute cycle of a
von Neumann machine!!
UTM ® Can reduce 3-tape UTM

to a single-tape one

y
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Church/Turing Thesis

Q. Which problems can a Turing machine solve?
L*Anq# problem ¥*any* computer can solve!
A "thesis”, not a "theorem”

can't be proved because we can't precisely

define “solving” a "problem” (computability)

* Turing machines are so powerful that they are basis o
very definition ofalgorithm: an algorithm is what a TM
can do!

F the
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Church/Turing Thesis (cont.)

More evidence in favor
o different ways to define "computable”
universal TM
lambda calculus
Post production system
“recursive’ functions
s all have been proven equivalent
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Church/Turing Thesis (cont.)

If a problem can't be solved by a TM, we ASSUME
that it can't be solved by any other compute(

If a problem can't be solved by *anyx specific

particular machine, we ASSUME that

it can't be solved by any other computer/

1111111111111111111
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A Warmup Paradox

* Classify statements into two categories: truths and lies

* How do we classify the statement “I'm lying”?

- If I'm telling the truth, then I'm lying.
- If I'm lying, then I'm telling the truth.

* Well known problem with self-referential statements:

- The barber that must cut hair only for all those who don't

their own hair; should the barber cut his own hair?

- A set of things that are not members of themselves; is this

member of itself? (Russell's Paradox)

cut

seta

CS126 17-18

Randy Wang



- g E— W W =

UOI4DIPOALUOD © OF POD| SPSOD Yjog

+HOY $0ou S0P (XXIXX ‘SHIPY (XXIXX !

SHDPY (XXIXX ‘4I1°Y $ou S0P (XXIXX 3!
dul SO x}|2S4ix Y+IM XX 1I®D *

Fou sou S0P (dIXX oY (d)d ' =

SHIPY (d)XX ‘HI°Y +0ou S20P (d)d ! e
SPAOM 4ADYLO Ul @

S3IA Sindino (d ‘d)LIVH ! sdoo] 241uipuy @
ON Sindino (d ‘d)LIVH ! Siioy °
(d ‘d)LIVH SlI®> ¢

(d)XX woiboad 2Bbuviis Y4 dN44suon @
[dooj] 241uijut uo opul o6 jou sd0p]
ON 42 S€3A 424412 Suania24 shomjo :a4o0u
2S1MA2YL0 ON ‘SHIPY (X)d 3! sIA Sindino e
dui so x indul puv 4 wouaboad huo soayoL e
Yorym (X ‘4YLIVH $2 2OUDLSIXD 2YE P2UNSSY @

130044

‘2|qOAoSUN St wa(qo4ad Buisioy 24 WINOIHL

ﬂ (‘+u0>) w2|qo4i4d buiijoy q



PHIVY WL VUIPUVND 044VI 9y}
Ww2|qo4d YL 04 UOILN|OS © St DADYS §I
+oys hiasdoad 244 ysm
W2iqo4d Y4 40 2OUDLSUI UD DEODAD
WLl © uaaib e
w2|qo4d ojur auiydow Buiany dpo>  :INbiuysd

IqLA[OSUN 2q 04 SWD|qo4d 4D2Y4L0 MOYS 0F PISN
29 ULd W2|q04d buisioy 3o hiipgoajosupn @

suoijodidul punojod

sw?2|qo4d |©214004d 2W0S 04 P24O|24 hjpsSo|d =
3o0o4d hjydwis of swadi ;S2|dwiS 04 P2ONPI4 e
Io12131440  LOU w|qo4d buipjoy o

ﬁ m.Eu_nu..m 2|9OA|0SU() d




Unsolvable Problems (cont.)

Examples
L e
¥ Post correspondence problem
* Do two programs produce the same output?
* Hilbert's Tenth Problem (see next slide)
* Equivalence of context-free grammars
¥ Optimal data compression
(shortest program to output a given string)
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Hilbert’'s Tenth Problem (cont.)

e Such a program would be useful in numerous
applications in physics, biology, statistics,
and other fields

* Dates back to Diophantine (over 2000 years old)

o Listed as one of 23 fundamental problems
for the next century by Hilbert in 1goo

" Matijasevic in the 19705 proved the problem to

\_ be UNSOLVABLE () ;
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Outline

* Introduction

- Nature-of Turing-machines
. il

e Conclusions

- There are far “more” languages than there are machines

- Therefore, there are far “more” provably unsolvable problems
than solvable ones!

- What'’s the implication?
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