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Abstract

Simulatinghow the globallnternetbehaesis animmensely
challengingundertakingpbecausef the network’s greathet-
erogeneityandrapidchange The heterogeneityangedrom
the individual links that carry the network’s traffic, to the
protocolsthatinteroperat@verthelinks, to the“mix” of dif-
ferentapplicationsusedat a site, to the levels of congestion
seenon differentlinks. We discusstwo key stratgiesfor
developingmeaningfulsimulationsin the faceof thesedif-
ficulties: searchindor invariants,andjudiciously exploring
the simulationparametespace.We finish with a brief look
at a collaboratve effort within the researchcommunityto
developa commonnetwork simulator

1 Intr oduction

Due to the network’s compleity, simulationplays a vital
role in attemptingto characterizéboth the behaior of the
currentinternetandthe possiblesffectsof proposedhanges
to its operation. Yet modelingand simulatingthe Internet
is not an easytask. The goal of this paperis to discuss
someof theissuesanddifficultiesin modelinginternettraf-
fic, topologiesandprotocols.Thediscussions notmeantas
acall to abandorinternetsimulationsasanimpossibletask;
in fact,oneof us(Sally) hascontinuedo usesimulationsas
a key componenbf her researcHor mary years. Instead,
the purposeis to shareinsightsaboutsomeof the dangers
and pitfalls in modelingand simulatingthe Internet,in or-
derto strengtherthe contribution of simulationsin network
research.A secondpurposeis to clearly andexplicitly ac-
knowledgethelimitationsaswell asthe potentialof simula-
tionsandof model-basedesearchsothatwe donotwealen
our simulationsby claimingtoo muchfor them.

*This work was supporteddy the Director Office of Enegy Research,
Office of ComputationahndTechnologyResearchylathematical|nforma-
tion, andComputationaScience®ivision of the United StatesDepartment
of Enegy underContractNo. DE-AC03-76SF00098and by ACIRI. An
earlierversionof this paperappearedh the Proceeding®f the 1997Winter
SimulationConfeence Atlanta,GA, 1997.

We begin with the fundamentalole of simulationin In-
ternetresearch(§2), and next explore the underlyingdiffi-
culties(§3-§5) rootedin thenetwork'simmenseheterogene-
ity andthe greatdegreeto which it changesvertime. We
thendiscusssomestratgjiesfor accommodatinghesediffi-
culties (§6). We finish with a brief look at a collaboratve
effort within the researclcommunityto developa common
network simulator(§7).

2 The Role Of Simulation

While measuremenand experimentationprovide a means
for exploring the “real world”, simulationand analysisare
restrictedo exploring a constructedabstracteanodelof the
world. In somefields the interplay betweenmeasurement,
experimentationsimulation,and analysismay be obvious,
but Internetresearchntroducessomeunusualadditionsto
theseroles,in partbecaus®f thelarge scaleandrapid evo-
lution of the subjectarea(i.e., thegloballnternet).

Measuremenis neededfor a crucial “reality check It
often senesto challengeour implicit assumptionsindeed,
of the numerousmeasuremergtudieswe have undertalen,
eachhasmanagedo surpriseusin somefundamentafash-
ion.

Experimentsare frequentlyvital for dealingwith imple-
mentatiorissues—whicltanatfirst soundalmosttrivial, but
oftenwind upintroducingunforeseermomplecities—andor
understandinghebehaior of otherwisentractablesystems.
Experimentatioralsoplaysakey rolein exploring new ervi-
ronmentseforefinalizing how thelnternetprotocolsshould
operatdn thoseervironments.

However, measuremerdndexperimentatiorhave limita-
tionsin thatthey canonly be usedto explore the existing
Internet;while they canbeusedto exploreparticulamew en-
vironmentsthey cannotbeusedto exploredifferentpossible
architectuesfor the future Internet. (Thereis no instantia-
tion of a“future Internet”,on therelevantscaleandwith the
relevantrangeof “future” applicationsfor ourmeasurement
andexperimentation.)



Oneprobleminternetresearchsuffers, absenfrom most
other fields, is the possibility of a “successdisaster"—
designingsomenew Internetfunctionality that, beforethe
designis fully developedanddehiggedescapesto thereal
world andmultipliestheredueto the basicutility of thenew
functionality Becausef theextremespeedvith which soft-
ware canpropagatdo endpointsover the network, it is not
atall implausiblethatthe new functionality might spreado
amillion computerswithin afew weeks.Indeed the HTTP
protocolusedby theWorld Wide Webis a perfectexampleof
a successlisaster Had its designersrvisionedit in useby
theentirelnternet—andadthey exploredthecorresponding
consequencesith analysisor simulation—thg might have
significantlyimprovedits design,which in turn could have
led to amoresmoothlyoperatinginternettoday

Analysisprovidesthe possibility of exploring a modelof
thelnternetoverwhich onehascompletecontrol. Therole of
analysisis fundamentabecausét bringswith it greaterun-
derstandingf thebasicforcesatplay. It carrieswith it, how-
ever, therisk of usinga modelsimplifiedto the pointwhere
key facetsof Internetbehaior have beenlost, in which case
ary ensuingresultscould be uselesgthoughthey may not
appeato beso!). Evenin light of this risk, asscientistave
needto recognizeéhefundamentafole analysiglaysin pro-
viding the bedrockon which to build our understandingf
the Internet. Furthermorewhile the network is immensely
complex anddauntinglydifficult to encompassye canand
do make progresgoftenincrementalowardsbuilding this
understanding.Finally, we note that much of what we ar
guein this paperaboutdifficulties with simulationalsoap-
ply to difficultieswith modeling;the coreproblemof how to
soundlyincorporatémmensediversityinto simulationdik e-
wiseappliesto the challengeof trying to devise modelswith
truly generalpplicability.

Simulationsare complementaryo analysis,not only by
providing a checkon the correctnessf the analysis but by
allowing explorationof complicatedscenarioghatwould be
eitherdifficult orimpossiblegio analyze Simulationsanalso
play a vital role in helpingresearchers developintuition.
In particular thecompleitiesof Internettopologiesandtraf-
fic, andthe centralrole of adaptve congestiorcontrol,make
simulationthe mostpromisingtool for addressingnary of
thequestionaboutinternettraffic dynamics.

Becaussimulationsoftenusemorecomplex modelsthan
thosethatunderlyanalyticalresults simulationscanbeused
to checkthatsimplifying assumptioni theanalyticaimodel
have notinvalidatedthe analyticalresults.However, simula-
tions alsogenerallysharesomeof the samemodelsusedin
the analysis for example,of a simpletopologyor of a spe-
cific traffic mix. In thiscasetheagreemenbetweerthesim-
ulationsandtheanalysiss notsurprisingtheagreemente-
tweensimulationsandanalysisdoesnotshav thatthemodel
usedby theanalyticalresultsis in any sensécorrect”.

In this paperwe develop the agumentthat, due to the
heterogeneityand rapid changein the Internet,theredoes
not exist a single suite of simulationscenariosuficient to

demonstratéhata proposegrotocolor systemwill perform
well in thefutureevolving Internet.Insteadsimulationgplay
themorelimited role of examiningparticularaspect®f pro-
posedchangesr of Internetbehaior, andof addingto our
understandingf the underlyingdynamics.

For sometopics,suchasthedivision of bandwidthamong
competingTCP connectionswith differentroundtriptimes,
the simplestscenariothat illustratesthe underlying princi-
plesis oftenthe best. In this casethe researchecanmake
a consciousdecisionto abstractaway all but the essential
component®f the scenariounderstudy At the sametime,
theresultsillustratedin simple scenariosare strongerif the
researcheshavsthattheillustratedprinciplestill appliesaf-
teraddingcompleity to thesimplescenaridoy allowing for
variousforms of variability known to prevail in “real life”.

As theresearcltommunitybeginsto addresgjuestionof
scale small,simplesimulationscenariobecomdessuseful.
It becomesnorecritical for researcher® addresgjuestions
of topology traffic generationandmultiple layersof proto-
cols,andto pay moreattentionto the choicesmadein pick-
ing the underlyingmodelsto be explored. It alsobecomes
morecritical, in this caseto have simulatorscapableof gen-
eratingscenariowith large topologiesand complex traffic
patternsandsimulatingthetraffic in thesescenarios.

Along with its strengthssimulationasatool of network
researcthasits shareof dangersandpitfalls. In additionto
the problemsdescribedn the restof this paperof defining
the relevant model, there can be considerabldifficulty in
verifying that your simulatorin fact accuratelyimplements
theintendedmodel. It is generallyeasierto verify the cor
rectnesof a mathematicahnalysisthanit is to verify the
correctnes®f the software implementatiorof an extensie
andcomplec underlyingmodel.

For thesereasonslnternetsimulationsaremostusefulas
atool for building understandingf dynamicsprtoillustrate
apoint,or to explorefor unexpectecbehaior. Internetsimu-
lationsaremoretreacherousn ouropinion,whenusedsim-
ply to producenumberghataretakenatfacevalue(e.qg. that
protocolA performed23%betterthanprotocolB). Not only
aretherequestionf whethera small changein the model
couldhave resultedn alargechangen theresults;thereis,
in addition,the questionof whetherthe resultswould have
beenaffectedby a changan a detail of the simulators soft-
wareimplementatiorof the underlyingmodel.

Thatsaid,we notethatdifferentcommunitiesarelik ely to
have differentrequirement®sf network simulators.For more
immediatedevelopmentwork, wherethereis a reasonably
well-definedquestionof whetherAlternative A or Alterna-
tive B performsbestin EnvironmentX, it couldbefeasibleto
carefully definethe underlyingmodel, verify the simulator
andindeedto usesimulationresultsto shav thatAlternative
A performs23%betterthanAlternative B.

For longerterm researchwherethe questionis whether
Alternative A or Alternative B is likely to be a betterchoice
for the Internetarchitecturdive yearsin the future,a differ-
entapproachs required,andpossiblya differentsimulator



Themostusefulsimulatorfor this purposevould be onethat
not only incorporatecbne’s own proposedorotocolsfor the
future Internetarchitectureput alsothe proposedorotocols
fromotherresearcheraswell. Thiswouldallow someinves-
tigation of the potentialinteractionsbetweenthesevarious
proposalgwhich might be implementedat differentplaces
in the network or at differentlayersof the protocolstack).
Whethersimulationsare usedto obtain quantitatie re-
sults,or to explore moregeneralrelationshipdbetweemet-
work parametersand network dynamics, simulationsare
mostuseful(andtaken mostseriouslyby otherresearchers)
if otherresearchergsan confirm for themseles that slight
changesn the network scenariado not significantlychange
the results,and that the simulationresultsare not actually
dueto errorsin theimplementatiorof the simulator Oneof
thebestwaysto addresshesessuef validatingsimulation
is for researchergo male their simulatorand scripts pub-
licly available,sothatotherresearchersaneasilycheckfor
themselestheeffectof changingunderlyingassumptionsf
thenetwork scenario Oneof therecommendationgom the
1999 DARPA/NIST Network SimulationValidation Work-
shop[NSVW99 is that researchersnake their simulation
scriptspublicly available,for exactly thisreason.

3 An ImmenseMoving Target

The Internethasseveralkey propertiegshatmake it exceed-
ingly hardto characterizeandthusto simulate. First, its

greatsuccesfiascomein large partbecausehe mainfunc-

tion of the InternetProtocol(IP) architecturds to unify di-

versenetworking technologiesand administratve domains.
IP allows vastly different networks administeredoy vastly
differentpoliciesto seamlesslynteroperate.However, the
factthatlP maskghesedifferencesrom ausersperspectie

doesnot make themgo away! IP buysuniform connectivity
in thefaceof diversity but notuniformbehavior Indeedthe
greaterP’s successt unifying diversenetworks,the harder
the problemof understandindnow a large IP network be-
haves.

A secondkey propertyis that the Internetis big. It in-
cluded an estimated99.8 million computersat the end of
2000[Tel0q. Its sizebringswith it two difficulties. Thefirst
is that the rangeof heterogeneitymentionedabove is very
large: if only a smallfractionof the computerdehaein an
atypicalfashionthelnternetstill mightincludethousandef
suchcomputerspftentoo mary to dismissasnegligible.

Size also brings with it the crucial problemof scaling
mary networking protocolsand mechanismsvork fine for
small networks of tensor hundredsof computers,or even
perhapslarge” networksof tensof thousandsf computers,
yet becoma@mpracticalwhenthe network is againthreeor-
dersof magnitudelarger (today’s Internet), much lessfive
ordersof magnitude(the comingdecades Internet). Large
scalemeanghatrareeventswill routinelyoccurin somepart
of thenetwork, and,furthermorethatrelianceon humanin-
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Figurel: Bytesperday sentthroughthe USENET bulletin
boardsystemaveragedvertwo-weekintervals (takenfrom
[Pax94d). The growth rate corresponds$o exponentialin-
creaseof 80%/year Datacourtesyof Rick Adams.

terventionto maintaincritical network propertiesuchassta-
bility becomes recipefor disaster

A third key propertyis thatthe Internetchangesn dras-
tic waysover time. For example,we mentionedabove that
in Dec.2000,the network included100 million computers.
Butin Jan.1997 four yearsearliet it comprisednly 16 mil-
lion computergLot97], reflectinggrowth of about60%/year
This growth thenbegsthequestionhow big will it bein two
moreyears?5 years?0Onemight be temptedto dismissthe
explosive growth between1997 and 2000 as surely a one-
time phenomenorreflectingthe suddempublic awarenessf
theWeh But Figurel beliesthis conclusion It plotstime on
the X-axis andthe volume of traffic throughUSENET (the
Internets main bulletin boardsystem)in bytes/dayon the
Y-axis,whichis logarithmicallyscaled.

The excellent (for real data) straight-line fit to the
USENETtraffic’sgrowth overtime correspondso exponen-
tial growth of 80%/year But the dataplotted go backto
1984! Clearly, the Internethassustainednajor exponential
growthfor well overadecadewith nosignof slowingdown
Accordingly, we cannotassumehat the network’s current,
fairly immensesizeindicateghatits grownth mustsurelybe-
gin to slow.

Figure 2 shavs a considerablydifferentgrowth statistic.
Herewe have plottedthenumberof connectiongnadeby the
LawrenceBerkeley National Laboratory(LBNL) eachday
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Figure 2: Internet connectionsper day at the Lawrence
Berkeley NationalLaboratory The growth ratecorresponds
to exponentialincreaseof 52%/year

from Jan. 1, 1997,to Dec. 31, 2000, with the Y-axis again
log-scaled Thus,we areno longerviewing anaggreateln-
ternetgrowth statisticbut onespecificto a particularsite; but
we againseesustaineaxponentialgrowth, thistime atarate
of about52%/year (Thesetof pointsbelov themaingroup,
alsogrowing at a similar rate, primarily correspondso di-
minishedinternetuseon weelends.)See[Pax9443 for more
discussiorof this particularsite’s growth characteristics.

Unfortunately growth over time is not the only way in
which the Internetis a moving target. Evenwhatwe would
assumenustcertainlybe solid, unchangingstatisticalprop-
ertiescanchangein a brief amountof time. For example,
in Oct. 1992the mediansize of an InternetFTP (file trans-
fer) connectiorobsenedatL BNL was4,500bytes[Pax944.
The medianis considereda highly robust statistic,oneim-
muneto outliers(unlike the mean for example),andin this
casewascomputedver60,000samplesSurelythis statistic
shouldgive somesolid predictive powerin forecastinguture
FTP connectioncharacteristics!Yet only five monthslater,
the samestatistic computedover 80,000 samplesyielded
2,100bytes,lessthanhalf whatwasobsenedbefore.

Again, it mightbetemptingto view thisvariationasaone-
timefluke. But repeatinghe sameanalysissevenyeardater,
we find thatin March,1998,the medianconnectiorsizewas
10,900bytes while ninemonthdater; it fell againby afactor
of two, this time to 5,600bytes. A yearlater it wasback
to 10,900bytes,and six monthsafterthatit roseto 62 KB,
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Figure3: World Wide Web (HTTP) connectionger month
at the LawrenceBerkeley National Laboratory(taken from
[Pax94d). The growth rate correspondso doubling every
7-8weeks.

beforefalling backto 10 KB againfive monthslater.

Thus,we mustexercisegreatcautionin assuminghatob-
senationsmadeat a particularpoint in time tell us much
aboutpropertiesat otherpointsin time.

For Internet engineering,however, the growth in size
andchangen connectiorcharacteristicin somesensepale
when comparedto anotherway in which the Internetis a
maving target: it is subjectto major changesn how it is
used,with new applicationssometimesvirtually exploding
onthesceneandrapidly alteringthelay of theland.

Figure3 plotsthenumberof HTTP connectionsnadeper
day for 8 datasetsecordedat LBNL, with a log-scaledY-
axis. We seethatthe Webwasessentiallyunknown until late
1992 (andothertraffic dominated) Then,a stunningpattern
of growth setin: thesite’s Webtraffic beganto doubleevery
7-8weeksandcontinuedo do sofor twofull years. Clearly,
ary predictionsof the shapeof future traffic madebefore
1993werehopelesslypff themarkby 1994, whenWebtraffic
wholly dominatedhesite’s actwities.

Furthermore suchexplosive gronth was not a one-time
eventassociatewvith theparadigm-shifin Internetuseintro-
ducedby theWeh For example,in Jan.1992theMBone—a
“multicastbackbone’for transmittingaudioandvideo over
thelnternefEri94]—did notexist. Threeyeardater, it made
up 20% of all of the Internetdatabytesat Digital’s Western
Researclthiab; 40%at LBNL; andmorethan50%at a Bell-
core. It too, like the Web, hadexploded. In this case how-



ever, the explosionabatedandtodayMBonetraffic is over
shadeved by Webtraffic (it madeup 12%of LBNL’'s wide-
areatraffic in December1997,andremainsan appreciable
fraction today). How this will look tomorrown, however, is
anyonesguess.

New applicationson the radarscreensincemid-1999in-
clude Napsterand Gnutella, which allow Internetusersto
sharefiles amongeachother(particularlyMP3 musicfiles).
The explosive growth of Napstertraffic since 1999 hasal-
ready resultedin several universitiesimposing bandwidth
limitations on Napstertraffic. It is not clear whetherthe
bandwidth shareusedby distributed file-sharing applica-
tions suchas Napsterand Gnutellawill continueto grow,
or whethersomeotherapplicationwill emegeto challenge
emailandthewebasthe“killer apps”of thenternet{C01].

In summary: the Internets technicaland administratve
diversity, sustainedgrowth over time, and immensevaria-
tionsovertime regardingwhich applicationsareusedandin
whatfashion all presenimmensadifficultiesfor attemptdo
simulateit with a goal of obtaining“general’ results. The
next threesectionsdiscussin more detail the difficultiesto
modelingthe Internetinherentin its heterogeneitysize,and
unanticipatec¢hange.

4 HeterogeneityAny Which Way You
Look

Heterogeneityis a key property that madesit difficult to

modelandsimulatethe Internet. Evenif we fix ourinterest
to asinglepointof time, thelnterneremaingammenselyhet-

erogeneousln the previous sectionwe discussedhis prob-

lemin high-level terms;here,we discusswo specificareas
in which ignoring heterogeneitganunderminehe strength
of simulationresults.

4.1 Topologyand link properties

A basicquestionfor a network simulationis whattopology
to usefor thenetwork beingsimulated—thespecificsof how
the computersn the network are connecteddirectly or in-
directly) with eachother andthe propertiesof thelinks that
fostertheinterconnection.

Unfortunately the topology of the Internetis difficult to
characterize.First, it is constantlychanging. Second,the
topologyis engineeredy a numberof competingentities,
not all of whomarewilling to provide topologicalinforma-
tion. Becausdhereis no suchthing asa “typical” Internet
topology simulationsexploring protocolsthat are sensitve
to topologicalstructurecanat besthopeto characterizéow
theprotocolperformsover arangeof topologies.

On the plus side, the researchcommunityhasmadesig-
nificantadvancesin developingtopology-generatorfor In-
ternetsimulationgCDZ97]. Severalof thetopologygenera-
tors cancreatenetworks with locality andhierarchyloosely
basednthestructureof thecurrentinternet.Onthenegative

side,however, muchof ourunderstandingf network beha-
ior is basedn simulationsandanalysig(including our own)
that have not yet tackledthe large-scalenatureof network
topologyandprotocols.

Thenext problemis thatwhile thepropertiesof thediffer-
enttypesof links usedin the network aregenerallyknown,
they spana very large range. Someare slov modemsca-
pableof moving only hundredsof bytesper second while
othersare state-of-the-arfiber optic links with bandwidths
millions of timesfaster Sometraversecopperor glasswires,
while others,increasingly areradio- or infrared-based@nd
hencewireless,with muchdifferentlosscharacteristicand
sometimescomple link layers. Someare point-to-point
links directly connectingtwo routers(this form of link is
widely assumedn simulation studies); othersare broad-
castlinks that directly connecta large numberof comput-
ers(fairly commonin practice thoughdiminishingfor wired
networks). Thesetwo typeshave quite differentproperties:
broadcastinks have contentionin which multiple transmit-
ting computersmustresolhe which of themgetsto usethe
link when (sotraffic on broadcastinks becomegorrelated
in afashionthatis differentfrom whenusingpoint-to-point
links). However, broadcastinks canalso make somepro-
tocols much more efficient, by directly facilitating one-to-
mary communication. An additional considerations that
somelinks aremultiaccessvithoutbeingtrue broadcastFor
example awirelessradiolink mightincludelocationswvhere
someof theusersof thelink canhearsomebut notall of the
otherusersof thelink.

Anothertype of link is that provided by connectiongo
satellites. If a satelliteis in geosynchronouerbit, thenthe
lateny up to and back down from the satellitewill be on
the orderof hundredf milliseconds muchhigherthanfor
mostland-basedinks. Ontheotherhand,if thesatelliteis in
low-earthorbit, thelateng is quiteabit smaller but changes
with time asthe satellitecrosseshefaceof theearth.

Anotherfacetof topologyeasyto overlookis that of dy-
namicrouting. In the Internet,routesthroughthe network
can changeon time scalesranging from secondsto days
[Pax973, and hencethe topology is not fixed. If route
changesoccur on fine enoughtime scales,then one must
refine the notion of “topology” to include multi-pathing.
Multi-pathing immediatelybrings other complications:the
lateng, bandwidthandload of the different pathsthrough
thenetwork mightdiffer considerably

Finally, routesare quite oftenasymmetricwith the route
from computerA to computerB throughthe network differ-
ing in the hopsit visits from the reverseroutefrom B to A.
Routingasymmetrycanleadto asymmetryn pathproperties
suchaslateny and bandwidth(which canalso arisefrom
othermechanisms)An interestingfacetof routingasymme-
try is thatit oftenonly arisedn largetopologiesit providesa
goodexampleof how scalingcanleadto unanticipategbrob-
lems.



4.2 Protocoldifferences

Onceall of thesetopologyandlink propertyheadachekave
beensortedout, theresearchetonductingasimulationstudy
mustthentackle the specificsof the protocolsusedin the
study For somestudies,simplified versionsof the relevant
Internetprotocolsmay work fine. But for otherstudiesthat
aresensitve to the detailsof the protocols(it cansometimes
be hardto tell thesefrom the former!), researcheranden-
gineersfacesomehardchoices.While conceptuallythe In-
ternetusesa unifiedsetof protocols,n reality eachprotocol
hasbeenimplementedy mary differentcommunitiespften
with significantlydifferentfeatureqgandof coursebugs).

For example,the widely usedTransmissiorControl Pro-
tocol (TCP) hasundegonemajorevolutionarychangegsee
[Ste9q for a “family tree” shaving the lineagesassociated
with one evolutionary branch). A study of eleven differ-
ent TCP implementationdound distinguishingdifferences
amongnearlyall of them[Pax978, andmajorproblemswith
several [PADR99]. More recently techniquedor “finger-
printing” different TCP implementationgbasedon analyz-
ing their distinctbehaior in responsé¢o a wide rangeof in-
puts) have beenusedto identify (at last count) more than
400 differentimplementationsnd versions,basedon their
idiosyncraciedFyo01]. The TBIT tool for TCP Behavior
Inference[TBIT] wascreatedjn part,to documenthe fact
thatTCP TahoeandRenoimplementationsireno longerthe
dominantfamilies of TCP congestioncontrol in the Inter-
net,andhave beerreplacedby NewRenoandSACK [FF96].
As a consequenceasdiscussedaterin the paper research
proposal®of routerschedulingor queuemanagementech-
anismsdesignedto accomodatahe performanceproblems
of RenoTCP shouldbeof limited interest.

Thus, researchersmustdecidewhich real-world features
andpeculiaritiesto includein their study andwhich canbe
safelyignored. For somesimulationscenariosthe choice
betweertheseis clear;for others,determiningwhat canbe
ignored can presentconsiderabldifficulties. After decid-
ing which specificinternetprotocolsto use,they mustthen
decidewhich applicationsto simulate using those proto-
cols. Unfortunately differentapplicationshave major dif-
ferencesin their characteristicsworse, thesecharacteris-
tics can vary considerablyfrom site to site, as doesthe
“mix” of which applicationsarepredominantlyusedata site
[DJCME92 Pax944. Again,researcherarefacedwith hard
decisionsabouthow to keeptheir simulationgractablewith-

out oversimplifyingtheir resultsto the point of uselessness.

Simulationtoolsthathelpto createatraffic mix with arange
of applicationsusinga rangeof transportprotocolsubfami-
lieswould beabig helpin thisregard.

4.3 Traffic Generation

Traffic generationis oneof the key challengesn modeling
and simulatingthe Internet. For a small simulationwith a
singlecongestedink, simulationsareoftenrunwith asmall

numberof competingtraffic sources.However, for alarger
simulationwith a morerealistictraffic mix, a basicproblem
is how to introducedifferenttraffic sourcesnto the simula-
tion, while retainingthe role of end-to-endctongestiorcon-
trol.

Significantprogresshasbeenmadein the lastfew years
in tools for realistictraffic generationfor both simulations
andanalysis For simulationsthe needsfor Webtraffic gen-
erationare addressedh part by tools suchasthe SURGE
traffic generatofBC97] and modulesin the NS simulator
[FGHW99. Some(but notall) of the salientcharacteristics
of suchtraffic have beendescribedn abstracterms,a point
wereturntoin §6.1.

Trace-drien simulation might appearat first to provide
a cure-all for the heterogeneityand “real-world warts and
all” problemsthatundermineabstractdescriptionf Inter-
nettraffic. If only onecould collectenoughdiversetraces,
onecouldin principle capturethe full diversity This hope
fails for a basic, often unappreciatedeason. One crucial
propertyof muchof the traffic in the Internetis thatit uses
adaptve congestiorcontrol. Eachsourcetransmittingdata
over the network reactsto the progressof the datatransfer
sofar If it detectssignsthatthe network is understressit
cutsthe rate at which it sendsdata,in orderto do its part
in diminishingthe stresgJac88§. Consequentlythetiming
of a connectiors pacletsasrecordedin a traceintimately
reflectsthe conditionsin the network atthetime theconnec-
tion occurred.Furthermoretheseconditionsarenot readily
determinedby inspectingthe trace. Connectionsadaptto
network congestiorarywherealongthe end-to-encgathbe-
tweenthesendemlmndtherecever. Soaconnectiorobsened
on a high-speedunloadedink might still sendits paclets
at a rate much lower thanwhat the link could sustain,be-
causesomavhereelsealongthe pathinsufiicient resources
areavailablefor allowing the connectiorto proceedaster

We referto this phenomenorsresultingin traceshatare
shaped Shapingleadsto a dangerougitfall whensimulat-
ing the Internet,namelythe temptationto usetrace-drnven
simulationto incorporatethe diversereal-world effectsseen
in the network. The key point is that, due to rate adapta-
tion from end-to-endcongestioncontrol, we cannotsafely
reuseatraceof aconnectionspacletsin anothercontext, be-
causethe connectionwould not have behaedthe sameway
in the new context! This problemis insidiousbecausehere
areoftenno overtindicationsthatthe connections behaior
in the new context (differenttopology level of cross-trafic,
link capacities)s incorrect;the simulationsimply produces
plausiblebut inaccurataesults.

Traffic shapingdoesnot meanthat, from a simulation
perspectie, measuringraffic is fruitless. Insteadof trace-
driven padet-level simulation,the focusis on trace-drven
source-level simulation. That is, for most applications,
the volumesof datasentby the endpoints,and often the
application-l@el patternin which datais sent(request/reply
patterns,for example), are not shapedby the network’s
currentproperties;only the lower-level specificsof exactly



which paclets are sent when are shaped. Thus, if we
take careto usetraffic tracesto characterizesource behav-
ior, ratherthan paclet-level behaior, we canthenusethe
source-lgel descriptionsn simulationgo synthesizelausi-
ble traffic. See[DJCME92 Pax94h CBC95,M97, BC97,
FGHW99 for examplesof source-lgel descriptions,and
[ITA, MOAT] for someon-linerepositorief traffic traces.

Finally, we notethatnot all sourcescanbereliably char
acterizedby traffic traces.For example,remotelogin users
facedwith heary congestionmay terminatetheir sessions
earlierthanthey otherwisewould, or only issuecommands
that generatenodestoutput. A more generalclassof ex-
ceptionscome from applicationsthat are inherentlyadap-
tive, suchas someforms of Internetvideo (see[MJV96],
for example).Theseapplicationsotonly have their packet-
level characteristicshapedy currenttraffic, but alsotheir
application-leel behaior. For example,insteadof the cur-
rent congestionevel simply determiningthe rate of trans-
missionfor a fixed amountof video data, it might instead
determinethe contentor level of detail for the transmitted
video. One might still be able to determinefrom a traf-
fic trace a higherlevel descriptionof the original source
characteristics—whagpropertiesit must have had prior to
adapting—andhenusethis descriptiorplustheapplication-
level adaptatioralgorithmsin a simulation.But thiswill not
be easy;the transformationis considerablymore comple
than reconstructingsimple sourcepropertiessuch as data
volumes.

A final dimensionto traffic generationis the following:
to whatlevel shouldthe traffic congestthe network links?
Virtually all degreesof congestion,including noneat all,
areobsenedwith non-ngjligible probability in the Internet
[Pax99. Perhapghe mostimportantissuein modelingand
simulationgs notto focusonaparticularscenariawith apar
ticularlevel of congestior{asrepresentedy the pacletdrop
ratesat the congestedjueues)but to explorescenariosvith
a rangeof congestiorlevels. In particular simulationsthat
only focuson heavily-congestedscenariossaywith paclet
drop ratesof 10% or more, are probablyof limited inter-
estwithout equalattentionto scenariosvith moremoderate
congestionWhile thereis nosuchthingasa“typical” paclet
lossratefor a routeror for an end-to-endconnectionthere
areseveralsiteswith regionalandglobal paclet-lossindices
for thelnternet[ITR, IWR]. ThelnternetTraffic Report,for
example,reportsa Global Packet Loss index; for October
2000, the global paclet loss index averagedaround2-3%,
andthe North AmericanPaclket Loss Index was generally
lessthan 1%. However, the day that this is beingwritten,
thepathto oneof the North Americanrouterswasshaving a
33%pacletdroprate,while the otherNorth Americanpaths
shaved a 0% paclet droprate. Thus,theissueof a typical
level of congestioris fairly elusie.

Predictingthe future evolution of congestiorin the Inter-
netis evenharderthancharacterizinghelevel of congestion
in thegloballnternetataparticulampointin time. While most
InternetServiceProvidersin North Americareportthatthey

have little or no congestiorat routersin the interior of their
networks,congestioron end-to-engpathsseemdik ely to re-
mainwith usfor awhile, at leastat sometimesandplaces,
evenwith thegrowing rangeof optionsfor thelastlink to the
home.

However, while it isimpossibleo definea“typical” Inter-
nettraffic mix or a“typical” level of congestionye canstill
usesimulationgo explore network behaior asa functionof
thetraffic, topology link propertiesandsoon. The crucial
pointis to keepin mind that we mustconsidera spectrum
of scenariosratherthan one particularscenario. Unfortu-
nately this alsoincreaseghe burdenof work requiredfor
soundsimulation.

Similarly, usingsourcemodelsof individual connections
to generateaggreyatedcross-trafic for simulationscanalso
presentscalingissues. If the intentis to simulatehighly
aggreyatedcross-trafic, then doing so by simulatingeach
individual sourcecan be prohibitively expensve in terms
of processingime, for mary currentsimulators,because
a highly-aggregatedinternetlink consists(today) of mary
thousandof simultaneousonnectiondTMW97].  Solid,
high-level descriptionsof aggreyatetraffic, and simulation
modelsof aggreyatetraffic that faithfully reproducehe re-
sponseof the aggreateto individual packet drops (or to
other indicationsof congestion)would be a greathelp to
researcherm exploring large-scalesimulations.But, sofar,
suchabstractionsrrebeyondthe stateof theart.

5 Today’s Network Is Not
Tomorrow’s

Rapid and unpredictablechangeis a third property that
madest difficult to modelandsimulatethe Internet. Rapid
but predictablechangealonga single dimensionwould not
besuchaproblem;theproblemcomesrom rapidandunpre-
dictablechangesilongmary dimensionsThisunpredictable
changecanthreaterto make ourresearclobsoletébeforewe
have evenfinishedit. In somecasesur researcHiesin un-
derstandindundamentaprinciplesof network behaior that
arevalid acrossawiderangeof changesn thelnternetitself.
In the otherextreme,however, our researchmight proposea
modificationto Internetprotocolsor to the Internetarchitec-
ture thatis profoundly affectedby specificassumption®f
traffic types,topologiesor protocols.In this casejt is nec-
essarnyto beasclearaspossibleaboutwhich assumptionsf
ourmodelarecritical for thevalidity of our results.

As an example,considerthe changesn end-to-endcon-
gestioncontrol. TCP is the dominanttransportprotocolin
the Internet. Variantsof TCP congestioncontrol include
Tahoe,Reno,NewReno,and SACK TCP;thelastthreedif-
fer only in their responseo multiple packetsdroppedfrom
a window of data. While in the secondhalf of the 1990%
mostof the traffic in the Internetusedthe congestioncon-
trol mechanism®f Reno TCR end hostsare increasingly
deploying the more recentcongestioncontrol mechanisms



of NewRenoand SACK TCP [PF0(J. Thereare unfortu-
natelya numberof researclpapergroposingoutermecha-
nismsto compensatéor the poorperformancef RenoTCP
whenmultiple pacletsare droppedfrom a window of data;
by thetime thatarny of thesemechanismsgould actuallybe
deployed, Reno TCP will no longer be the relevant issue.
While usingatool like TBIT we cantrackthe deployment
rate of existing variantsof TCP in web seners,we areun-
ableto predictfuturevariantsof TCPandof otherend-to-end
congestiorcontrolmechanismsandtheir deploymentrates.

The difficulty is thatif, asan example,we are propos-
ing routermechanismge.g.,queuemanagemengcheduling
mechanismsjhat interactwith end-to-endcongestioncon-
trol, theserouter mechanismwill have to work in the In-
ternetNV yearsdown theline, aswell asin the Internetasit
waswhenwe werefirstinvestigatingour design.Thismeans
two things. First, our researchshould not be heavily bi-
asedby network detailsthatarelik ely to changesuchasthe
poor performanceof RenoTCP when multiple pacletsare
droppedrom awindow of data.Secondpurresearctshould
not be invalidatedby major architecturalchangegsuchas
Explicit CongestiorNotification[RF99), differentiatedser
vices, or new transportprotocolswith new mechanismésor
end-to-enctongestiorcontrol)thatmightor mightnotcome
to dominatethe Internetarchitectureseveral yearsdown the
road. Researclpasedon fundamentaprinciplesof network
behaior hasthe bestchanceof retainingits relevanceasthe
Internetundegoesinevitable shiftsin traffic andchangesn
architecture.

Exampleof unpredictablareasof changencludethefol-
lowing:

e Pricing structures: New pricing structuresare setin
place Jeadingusergo alterthetypeandquantityof traf-
fic they sendandreceve.

e Scheduling: TheInternetroutersswitchfrom thecom-
monFIFO schedulindgor servicingpacletsto methods
thatattempto moreequablysharaesourceamongdif-
ferentconnectiongsuchasFair Queueingdiscussedy
[DKS9Q).

e Wireless:A network link technologynot widely used
in the Internetin the pastcatcheson and becomesa
much more commonmethodfor how millions of In-
ternetusersaccesshe network. An example comes
from wirelesstechniquessuchas cellular radio or in-
frared. Thesetechnologiehave somesignificantlydif-
ferentcharacteristicthanthoseof links widely usedto-
day, suchasbeingmuchmoreproneto paclet damage
during transmissionandhaving considerablydifferent
broadcasproperties.

e Impoverisheddevices: As network nodesdiminishin
size,suchaswith handheldportabledevices,they also
oftendiminishin processingapacitywhich couldlead
to alternatve approacheto cachingandencodingn at-
temptsto avoid overlburdeningthe devices.

o Nativemulticast: Native multicastbecomesvidely de-
ployed, enablingan explosionin the level of multicast
audioandvideotraffic. Presentlylnternetmulticastis
not widely deployed, andthelinks traversedby multi-
casttraffic depencon the natureof multicastsupportin
thevariousdomainsof the network.

o Differentiated sewvice: Mechanismsfor supporting
different classesand qualities of service[ZDESZ93
BBCDWW98] becomewidely deplgyedin thelnternet.
Thesemechanismgvould thenleadto differentconnec-
tions attainingpotentially much differentperformance
thanthey presentlydo, with little interactionbetween
traffic from differentclasses.

¢ Ubiquitous web-caching: For mary purposes)nter
nettraffic todayis dominatecoy World Wide Web con-
nections. (This is one of the relatively few epochs
in the Internets history for which a single application
clearly dominatesuse of the network.) Although the
useof theglobalweb-cachingnfrastructurdas growing
[BBMRS97],webtraffic is probablystill dominatedy
wide-areaconnectionghattraversegeographicallyand
topologicallylarge pathsthroughthe network.

As the web-cachinginfrastructure matures, and as

clientsandsenersboth becomemorecaching-friendly
asaway of reducingaccessimesseenby theendusers,
this couldincreaséoththefractionof webcontentthat

is cacheableandthefractionof cacheablavebcontent
thatis in fact accessedrom cachesratherthan from

an origin or replicatedsener. Similarly, as the de-

ploymentof ContentDistribution Networks (CDNs)in-

creasesthetraffic patterndan thenetwork alter A shift

to a traffic patternthatmakesmoreuseof web caches
andCDNscould entaila correspondinghift from traf-

fic dominatedby wide-areaconnectiondo traffic pat-

ternswith locality and lessstressof the wide-areain-

frastructure.

e A new"“killer app”: A new “killer application’comes
along. While Web traffic dominatestoday it is vital
not to thenmake the easyassumptiorthat it will con-
tinueto do sotomorron. Therearemary possiblenen
applicationghat could take its place(andsurelysome
unforeseemnes,aswasthe Web someyearsago),and
thesecould greatly alter how the network tendsto be
used. The recentemegenceof Napsterand Gnutella
is suggestie of possiblepeerto-peerkiller appsin the
future. Real-timeapplicationssuchastelephoty and
video are anotherpossibility Yet anotherexample
sometimesverlookedby serious-mindedesearcheris
thatof multi-playergaming:applicationsn which per
hapsthousandsr millions of peopleusethenetwork to
jointly entertainthemselesby enteringinto elaborate
(andbandwidth-hungryyirtual realities.

Someof thesechangesnight never occur, andothersthat



do occur might have little effect on a researches simula-
tion scenarios.However, a fundamentalifficulty in mod-
eling the swiftly-evolving Internetis thatthe protocolsand
mechanismshatwe are designingnow will be calledupon
to performnotin the currentinternet,but in the Internetof
the future (i.e., next month, or next year, or N yearsfrom
now). Thisis unlike a simulationin particlephysics,where
theunderlyingstructureof physicalreality thatis beingmod-
eledcanbe presumedhot to undego radicalchangesluring
thecourseof ourresearch.

Accordingly, it is of high valueto attemptto direct our
simulationstowards understandinghe fundamentalunder
lying dynamicsin paclet networks, ratherthan exploring
specificperformancen particularervironments. Suchan
understandingcan sene as the bedrockto build upon as
the specificsof the Internetinfrastructuresvolve. However,
someof our simulationresearchmustof coursebe directed
towardsevaluatingspecificprotocolsor proposedhen mech-
anisms;this evaluationrequiressomeconsideratiorof how
thelnternetinfrastructuras evolving, andhow this evolution
is likely to affectour proposegrotocolor mechanismStrik-
ing the right balancebetweentheseis fundamentallydiffi-
cult, asthereareno easyanswergor how to anticipatethe
evolutionarypathof thearchitecture.

6 Coping Strategies

Sofar we have focusedour attentionon the variousfactors
thatmalke Internetsimulationa demandinganddifficult en-
deavor. In this sectionwe discusssomestratgiesfor coping
with thesedifficulties.

6.1 The search for invariants

The first obsenation we make is that, when facedwith a
world in which seeminglyeverything changeseneathus,
ary invariant we candiscover thenbecomes rare point of
stability uponwhich we canthenattemptto build. By the
term*“invariant”we meansomefacetof behaior which has
beenempirically shavn to hold in a very wide rangeof en-
vironments.The designof telecommunicationsystemdas
beenbuilt uponthe identificationof invariantpropertiesre-
gardingtraffic charactericticsgall arrival processessession
durationsandsoon. Findingusefulandreliableinvariantsof
Internettraffic andtopologyhasbeenmoredifficult, in part
dueto thechangingandheterogeneousatureof thelnternet
itself. However, this sectiondiscussesomeof the invariant
propertieghathave provedusefulin modelingthe Internet.
We first notethat we shouldnot allow oursehesto trust
alleged invariantspositedon theoreticalgrounds—Internet
measuremeritasall too oftenwholly underminedhesejet-
tisoningthemisleadingheoryin the process—henaheem-
phasison deriving invariantsfrom empiricalobsenations.
Fromamodelingperspectie,thesearctfor invariantsbe-
comesthe searchor parsimoniouamodels.Justasthe great

heterogeneityof the Internetmakesit difficult to construct
realisticsimulations for wantof knowing how to setall the

parameterssotoo do traditional,analyticmodelsof Internet
behaior often founderfor lack of utility, becausehey re-

guiremoreparametershana practitionerhashopeof being
ableto setin someplausiblefashion. Thus,for ananalytic
modelto prove successfulit is vital thatit notrequiremary

parameters.

Thinking about Internet propertiesin terms of invari-
antshasreceved considerablénformal attention,but to our
knowledge has not beenaddressedystematically(though
seefWP9§ for arelateddiscussion)Wethereforeundertale
hereto catalogwhatwe believe arepromisingcandidates:

o Diurnal patterns of activity: It hasbeenrecognized
for more than thirty yearsthat network actvity pat-
ternsfollow daily patterns,with human-relatedhctiv-
ity beginning to rise around8-9AM local time, peak-
ing around11AM, shawving a lunch-relatednoontime
dip, pickingbackupagainaroundLPM, peakingaround
3-4PM, and then declining as the businessday ends
around5PM (see for example [JS69 Kle76, Pax943).
The patternoften shavs renaved actiity in the early
evening hours,rising aroundsay 8PM and peakingat
10-11PM,diminishing sharply after midnight. Origi-
nally, this secondisein actity waspresumablydueto
the “late night hacler” effect, in which userstook ad-
vantageof betterresponsegimesduring periodsof oth-
erwiselight load. Now, the effect is presumedargely
dueto network accessrom users’homesratherthan
their offices.

A relatedinvariantis the presencef diminishedtraffic
onweelendsandholidays.Indeed,in Figurel we can
discernactiity dips12 monthsapart,correspondingo
theend-of-yeatholidays.

Therearesignificantvariationsin diurnalpatternssuch
as: differentpatterndor differentprotocols,especially
thosethatarenot human-initiatedsuchasNNTP traffic
betweerNetwork News peerdPF93; differentpatterns
for thesameprotocol,suchaswork-relatedNebsurfing
during the work day versusleisure-relatedurfing off-
hours; and geographiceffects due to communication
acrosstime zones. But often for a particularsubclass
of traffic, onecandevise a plausiblediurnal pattern,so
we considersuchpatternsascollectively comprisingan
invariant.

o Self-Similarity: Longertermcorrelationsn thepaclet
arrivals seenin aggreyatedinternettraffic arewell de-
scribedin terms of “self-similar” (fractal) processes.
To thoseversedin traditional network theory this in-
variantappear$ighly counterintuitive. Thetraditional
modeling framewvork (termed Poissonor Markovian
modeling)predictsthatlongertermcorrelationshould
rapidly die out, and consequentlyhat traffic obsened
on large time scalesshouldappeamuite smooth. Nev-



erthelessawide bodyof empiricaldataarguesstrongly
that these correlationsremain non-ngligible over a
largerangeof time scaledLTWW94, PF95,CB97].

“Longerterm” heremeans,roughly, time scalesfrom

hundredsof millisecondsto tensof minutes.Onlonger
time scalesnon-stationaneffectssuchasdiurnaltraf-

fic loadpatterngseepreviousitem) becomesignificant.
Onshortertime scaleseffectsdueto the network trans-
port protocols—whichimparta greatdeal of structure
on the timing of consecutie paclets—appeato dom-

inatetraffic correlationgFGHW99. Still, time scales
from mary msecto mary minutesareoftenhighly rel-

evantfor simulationscenarios.

In principle, self-similar traffic correlationscan lead
to drasticreductionsin the effectivenessof deplogying
buffersin Internetroutersin orderto absorbtransient
increasesn traffic load [ENW96]. However, we must
notethatit remainsan openquestionwhetherin very
highly aggreyatedsituations suchason Internetback-
bonelinks, the correlationshave significantactual ef-
fect, becausethe varianceof the paclet arrival pro-
cessis quite small. In addition, in the Internettran-
sientincrease traffic loadareheavily affectedby the
presencéor absencedf end-to-endcongestiorcontrol,
which basicself-similarmodelsdo not include. That
self-similarity is still finding its final placein network
modelingmeansthat a diligent researcheconducting
Internetsimulationsshouldnot a priori assumehatits
effects can be ignored, but must insteadincorporate
self-similarity into the traffic modelsusedin a simu-
lation.

Poissonsessionarri vals: Network user“session”ar-
rivals are well-describedusing Poissonprocesses.A
usersessiorarrival correspondso thetime whena hu-
mandecidego usethe network for a specifictask. Ex-
amplesareremotelogins, the initiation of a file trans-
fer (FTP) dialog, and the beginning of Web-surfing
sessions.Unlike the paclet arrivals discussedabove,
which concernwhenindividual pacletsappearsession
arrivalsaremuchhigherlevel events;eachsessiorwill
typically resultin the exchangeof hundredsof pack-
ets. [PF95 FGWK9§ examineddifferentnetwork ar
rival processeandfoundsolid evidencesupportinghe
useof Poissorprocessefor usersessiorarrivals, pro-
viding thattherateof the Poissormprocesss allowedto
vary on an hourly basis. (The hourly rate adjustment
relateso thediurnalpatterninvariantdiscusse@bove.)
That work alsofound that slightly finer-scalearrivals,
namelythemultiple network connectionshatcomprise
eachsessionarenot well describedasPoissonso for
thesewe still lack a goodinvarianton which to build.
This in turn points up a subtlerequirementn source
modeling:asourcemodelatthelevel of individualcon-
nectionsvould missthe Poissomatureof thearrival of
individual sessions.
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e Log-normal connectionsizes: A goodrule of thumb

for a distributional family for describingconnection
sizesor durationsis log-normal, i.e., the distribution
of the logarithm of the sizes or durationsis well-
approximatedvith a Gaussiardistribution. [Pax944
examinedrandomvariablesassociatedvith measured
connectionsizesand durationsand found that, for a
numberof different applications,using a log-normal
with meanandvariancfitted to themeasurementgen-
erally describesthe body of the distribution as well
aspreviouslyrecordecempiricaldistributions(lik ewise
fitted to the meanandvarianceof the measurements).
Thisfindingis beneficiabecausé& meanghatby using
an analyticdescription,we do not sacrificesignificant
accurag over using an empirical description;but, on
the otherhand, the finding is lessthan satisfying be-
cause[Pax94fj alsofound thatin a numberof cases,
neithermodel(analyticor empirical)fit well, dueto the
large variationsin connectiorcharacteristicérom site-
to-siteandovertime.

Heavy-tailed distrib utions: Whencharacterizinglis-
tributions associatedvith network actity, expectto
find heavy tails. By aheavy tail, we meana Paretodis-
tribution with shapeparameterr < 2. Thesetails are
surprisingbecauséor o < 2 the Paretodistributionhas
infinite variance.(Somestatisticiansarguethatinfinite
varianceis aninherentlyslipperyproperty—haev canit

ever be verified? But then,independenceannever be
provenin the physicalworld, either andfew have diffi-

culty acceptingts usein modeling.)

The evidencefor heavy tails is widespread,includ-
ing CPU time consumedby Unix processegLO86,
H-BD96]; sizesof Unix files[Ir193], compressedideo
frames[GW94], and World Wide Web items [CB97];
andburstsof EthernefWTSW95 andFTP[PF9] ac-
tivity.

Note that the log-normaldistribution discussedn the
previous item is not a heavy-tailed distribution, yet
thesetwo invariantsarenotin conflict,becaus¢helog-
normalinvariantrefersto the bodyof the sizedistribu-
tion, while this invariantrefersonly to the upper tail
(i.e.,thedistribution of extremevalues).

Invariant distribution for Telnet packet generation:
Danzigandcolleagueg$oundthatthepatternof network
pacletsgeneratedyy a usertyping at a keyboard(e.g.,
using a Telnet application) has an invariant distribu-
tion [DJCME9Y. SubsequentlyfPF95 confirmedthis
finding andidentifiedthe distribution ashaving botha
Paretouppertail anda Paretobody, in sharpcontrast
to thecommonassumptionhatkeystrokescanbe mod-
eledusingthe muchtamerexponentialdistribution.

Invariant characteristicsof the global topology: We
describedn §4.1 how propertiesof the underlyingnet-
work topologysuchaslink bandwidthandpropagation



delaycanchangeover time. While mary of the prop-
ertiesof the global topology arelikely to changedra-
maticallyovertime, thereareafew invariantcharacter
istics of the global topology namelythat the Earthis
dividedinto continentsandthatthe speedf light does
not change.n otherwords,it will alwaysbe5,850km
from New York to Paris}! andit will alwaystake a sig-
nal at least20 msto travel betweenthesetwo points.
This gives a lower bound of 40 ms for the roundtrip
time for a connectionfrom New York to Paris. The
Earths geographyin termsof continentsandhow the
humanpopulationis spreadamongthemchange®only
extremely slowly, andthe logistics of intercontinental
communication(and, in general,the factthat “farther
costsmore”) will remainanimportantinvariant,from
whichwe caninfer thattherewill alwaysbesignificant
structureto the global Internettopology Earth-based
Internethostswill remaindistributedmostlyonthecon-
tinents,with significantcommunicatiordelaysbetween
continentpairs.

Finally, we notethatthereis active researctonidentify-
ing otherpotentialinvariantcharacteristicsf theglobal
topology includingdescribinghedistributionsof node
outdegreeusingpower laws [FFF99].

Someof theseinvariantsmake network analysiseasier
becausdhey nail down the specificsof behaior that oth-
erwisemight be opento speculation.Othersmake analysis
difficult—for example,mathematicaimodelsof self-similar
processesyhile concise areoftenvery difficult to solve ex-
actly. For simulation,however, the key is thattheinvariants
help reducethe parametespacethat mustbe explored. Us-
ing theinvariantsthensenesasa steptowardsensuringthat
theresultshave widespreadpplicability:

6.2 Carefully exploring the parameter space

A secondstratgy for coping with the greatheterogeneity
andchangen the Internetarchitecturas to explore network
behaior asa function of changingparameters.Exploring
network behaior for a fixed setof parameteraluescanbe
usefulfor illustratinga point, or for determiningvhetherthe
simulatedscenarioexhibits a shav-stoppingproblem, but
not for generalizingo the wider space.As oneInternetre-
searchehasputit, “If yourunasinglesimulation,andpro-
ducea singlesetof numberge.g.,throughputdelay loss),
andthink thatthatsinglesetof numbersshaws thatyour al-
gorithmis agoodone,thenyou havent aclue’ Insteadpne
mustanalyzethe resultsof simulationsfor a wide rangeof
parameters.

Obviously, it is rarelyfeasibleto exploretheentireparam-
eterspace.The challengeis to figure out which parameters
to modify, andin whatcombinationsA usefulapproachsto
hold all parameter§ixed exceptfor oneelementjn orderto

Iwell, until communicatiorthroughthe Earths interior is possible and
great-circledistancesio longerapply!

gaugethe sensitvity of the simulationscenarido the single
changedvariable. As we discussedctarlier, it is particularly
importantto explore behaiors acrossa wide rangeof con-
gestionlevels (asrepresentedy the paclet lossratesat the
congestedinks). Otherrelevantchanged/ariablescouldre-
lateto protocolspecificsrouterqueuemanagemerdr paclet
schedulingnetwork topologiesandlink propertiespr traffic
mixes. Onerule of thumbis to considerordersof magni-
tudein parameterangeqsincemary Internetpropertiesare
obsenedto spanseveralordersof magnitude).

In addition,becaus¢he Internetincludesnon-linearfeed-
backmechanismsyith subtlecoupling betweerthe differ-
entelementssometimegvenaslightchangdan a parameter
can completelychangenumericalresults(see[FJ9] for a
discussiorof oneform of traffic phaseeffects).Notethough
that[FJ97 alsowarnsagainsbeingmisledby sharpanddra-
matic patternghatcaninsteadoe dueto simulationartefacts
not presentn therealworld.

In its simplestform, exploring the parametespacesenes
to identify elementgo which a simulationscenarids sensi-
tive. Findingthatthe simulationresultsdo not changeasthe
parameteis varieddoesnot provide a definitive result,since
it couldbethatwith alteredvaluesfor theothet, fixedparam-
eters,the resultswould indeedchange. On the otherhand,
carefulexaminationof why we obsene the changesve do
mayleadto insightsinto fundamentatouplingsbetweerdif-
ferentparameterandthenetwork’sbehaior. Thesensights
in turn cangive rise to new invariants,or perhaps‘simula-
tion scenarioinvariants; namelypropertiesthat, while not
invariantover Internettraffic in generalareinvariantoveran
interestingsubsedf Internettraffic.

7 The NSsimulator

Thedifficultieswith Internetsimulationdiscussedh this pa-
perarecertainlydaunting.In this sectionwe discussanon-
going collaboratve effort that has provided a sharedsim-
ulation resource the NS simulator for the networking re-
searctcommunity Therearearangeof simulationplatforms
usedin network researchfor a rangeof purposeswe re-
strict our discussiorto the NS simulatorsimply becauset
is the simulatorthat we know about, as one of us (Sally)
hasbeendirectlyinvolvedin its development.Otherpopular
network simulatorsinclude the commercialsimulator OP-
NET, and SSFNET a ScalableSimulationFrameavork with
paralleldiscrete-gentsimulatorsintendedfor modelingthe
Internetatlarge scale[CNO99.

NS is a multi-protocolsimulatorthatimplementsunicast
andmulticastrouting algorithms transportand sessiomro-
tocols(includingbothreliableandunreliablemulticastpro-
tocols) resenationsandintegratedservicesandapplication-
level protocolssuchasHTTP[NS, BEF+0Q. In addition,NS
incorporatesa rangeof link-layer topologiesand schedul-
ing andqueuemanagemerdlgorithms.This level of multi-
protocolsimulationis fosteredby contributionsfrom mary



different researcheréncorporatedinto a single simulation
framevork. Taken together thesecontributions enablere-
searchon the interactionsbetweenthe protocolsand the
mechanismatvariousnetwork layers.

The NS project also incorporateslibraries of network
topologygenerator§CDZ97] andtraffic generatorsthenet-
work animatoNAM [NAM], anemulationinterfaceto allow
theNS simulatorto interactwith real-world traffic [F99], and
awide rangeof contributedcodefrom the usercommunity
The simulatorhasbeenusedby a wide rangeof researchers
to shareresearclandsimulationresultsandto build on each
otherswork. While this ability of researcher® build upon
thework of othersin sharingacommonsimulatoris a signif-
icantassetthereis alsoanaccompaying dangerthat mary
researcherasingthe samesimulatorwill all be affectedby
thesamebugsor the samemodelingassumptionghatsubtly
skew theresults.

Thus,we emphasiz¢hatthereis arole for mary different
simulatorsin the network researclcommunity andthat no
simulatoreliminateghedifficultiesinherentin Internetsim-
ulation. Additional trendsin network simulation,including
paralleland distributed simulators,are discussedriefly in
[BEF+0Qd. In particular fasterdistributed simulators,cou-
pled with tools for making use of the data generatedby
thesesimulations,could significantly openup the potential
of simulationin network researchpy allowing simulations
of largertopologiesandmorecomple traffic.

Researcherstill have to take careto usethe tool of sim-
ulation properly understandhe abstractionshey are mak-
ing, andrecognizethe limitations of their findings. Shared
andpublicly-availablenetwork simulatorsn the network re-
searchcommunity make it easierfor researcherso create
simulationsput theresearcherfhemselesremainresponsi-
blefor makingtheiruseof simulationrelevantandinsightful,
ratherthanirrelevantor misleading.

8 Final Note

We hopewith this discussiorio sput ratherthandiscourage,
further work on Internetsimulation. We would also hope
to aid in the critical evaluationof the useof simulationsin
network research.

In mary respectssimulatingthe Internetis fundamentally
harderthan simulationin other domains. In the Internet,
dueto scale,heterogeneityand dynamics,it can be diffi-
cult to evaluatethe resultsfrom a single simulationor set
of simulations. Researcherseedsto take greatcarein in-
terpretingsimulationresultsand drawing conclusionsrom
them. A researcheusingsimulationmustalsorely on other
tools, which includemeasurementgxperimentsandanaly-
sis,whenpossibleaswell asintuition andgoodjudgement.

Thechallengeasalways,is to reapsoundinsightandun-
derstandingrom simulationswhile never mistakingsimu-
lation for therealworld.
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