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Abstract—Wave-pipelining is a method of high-performance
circuit design which implements pipelining in logic without the
use of intermediate latches or registers. The combination of
high-performance integrated circuit (IC) technologies, pipelined
architectures, and sophisticated computer-aided design (CAD)
tools has converted wave-pipelining from a theoretical oddity
into a realistic, although challenging, VLSI design method. This
paper presents a tutorial of the principles of wave-pipelining and
a survey of wave-pipelined VLSI chips and CAD tools for the
synthesis and analysis of wave-pipelined circuits.

Index Terms—Performance optimization, VLSI circuits, wave-
pipelining.

I. INTRODUCTION

W AVE-PIPELINING is an example of one of the many
methods currently being used in sophisticated VLSI

designs. As an alternative to pipelining, it provides a method
for significantly reducing clock loads and the associated area,
power and latency while retaining the external functionality
and timing of a synchronous circuit. It is of particular in-
terest today because it involves design and analysis across a
variety of levels (process, layout, circuit, logic, timing, and
architecture) which characterize VLSI design. However it also
questions some of the fundamental tenets of simplified VLSI
design as popularized in the early 1980’s.

The idea of wave-pipelining was originally introduced by
Cotten [6], who named itmaximum rate pipelining. Cotten
observed that the rate at which logic can propagate through
the circuit depends not on the longest path delay but on the
difference between the longest and the shortest path delays.
As a result, several computation “waves,” i.e., logic signals
related to different clock cycles, can propagate through the
logic simultaneously. One can also view the wave-pipelining
as a virtual pipelining, in which each gate serves as a virtual
storage element.

In an attempt to understand the wave-pipelining phenome-
non and turn it into a useful and reliable computer technology,
research focused on the following aspects: 1) developing
correct timing models and analyzing the problem mathemati-
cally [36], [8], [9], [17], [11], [12], [26], 2) developing logic
synthesis techniques and computer-aided design (CAD) tools
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for wave-pipelined circuits [41], [43], [16], [20], [21], [37],
3) developing new circuit techniques specifically devoted to
wave-pipelining [27], and 4) testing the wave-pipelining ideas
by building VLSI chips [27], [42], [22]. A comparative study
of existing methods in wave-pipelining can be found in [23].

Wave-pipelining has suffered from a number of myths and
the problems which need to be solved in a wave-pipelined
design are not widely understood. This paper presents a tutorial
with examples to demonstrate the type of design problems
which arise in wave-pipelining. In Section II timing constraints
are derived which ensure the proper operation of a wave-
pipelined circuit. Section III discusses the sources of delay
variation which affect the timing constraints and presents
methods for minimizing their impact. Section IV reviews CAD
tools available for synthesizing wave-pipelined circuits and
demonstrates their use with two example circuits. Section V
reviews a number of industrial and academic designs which
employ wave-pipelining. Section VI poses some open research
problems in wave-pipelining and related areas.

The impact of the paper is broader than only wave-
pipelining as the methods of analysis and synthesis apply
to many other aggressive timing and circuit techniques being
used in industry today. We anticipate that in the future this
type of VLSI design techniques will be required to maintain
the steady increases in performance improvement to which we
have become accustomed. VLSI designers, CAD developers
and system designers need to be aware of these trends and their
future impact on design, manufacture, testing and education
in microelectronics.

II. CLOCKING OF WAVE-PIPELINED CIRCUITS

The timing requirements of wave-pipelined circuits will be
defined for a single combinational logic block with registers
attached to its inputs and outputs. In the case of multistage
pipelines, the timing constraints must hold for all stages. In the
sequel, the termconventional pipeliningwill be used to refer to
a pipeline where only a single set of data propagates between
registers at any given time. The termconstructive clock-skew
will be used to refer to a clock-skew that is intentionally
created between two clock signals and that can be adjusted
with predictable effects. This is in contrast to anuncontrolled
clock-skewthat exists in the circuit due to delay differences
along the clock lines.

Parameters listed below will be used in the derivation of
the timing constraints. These parameters are defined under
worst case conditions, including manufacturing tolerances,
data-dependent delays, and environmental changes.
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Fig. 1. Model of wave-pipelined circuit.

• Minimum and maximum propagation de-
lays in the combinational logic block.

• Clock-period.
• Register setup and hold times.
• Propagation delay of a register.
• Constructive clock skew between the out-

put and input registers.
• Worst case uncontrolled clock skew at a

register.

Our analysis assumes that all the input and output registers
have the same setup time , hold time , and propagation
delay . For simplicity and without much loss of general-
ity, we shall only consider edge-triggered registers. Timing
constraints for other types of registers, including transparent
latches, can be similarly derived.

A. Circuit and Timing Models

The phenomenon of wave-pipelining can be illustrated
using the timing model presented in [12], shown in Fig. 1.
A synchronous logic block is clocked by a set of input
and output registers, with the constructive clock skew equal
to , Fig. 1(a). Associated with each block is a pair of
minimum and maximum propagation delays, .
These parameters are the delays of the earliest and the latest
signals propagating through the logic along its shortest and
longest paths, respectively.

The spread of signals traveling along the longest and the
shortest paths through the logic block can be visualized as
delay contours. The shaded area between the contour lines
represents an unstable region when signals switch, i.e., when
the computation is being performed by the logic block. For a
simple logic network in Fig. 1(b) the delay contours are shown
in Fig. 1(c). The exact contours depend on the logic and the
delay characteristics of its elements. Following [12], we shall

simplify the delay contours by linearizing the delays along the
logic block to obtain delay “cones,” as shown in Fig. 1(d).

Fig. 2 depicts a combined temporal and spatial diagram for
a wave-pipelined circuit. The horizontal axis represents time,
while the vertical axis represents thelogic depthof the circuit.
A point on the logic depth axis represents a node (gate) of
the circuit. The shaded regions denote the time intervals when
computation is being performed and data is unstable, while the
space between two adjacent computation regions corresponds
to stable data. The computation regions are labeled with the
clock cycle during which the data has been latched at the input
register. It can be observed that at any given reference time,

, several “waves” of computation can present in the logic
simultaneously.

For correct clocking, the output data must be sampled at
time at which data is stable, i.e., must fall in the
nonshaded area. Furthermore, at any internal node of the
network, there must be a minimum separation between the
arrival time of the latest signal of a given wave, and the earliest
signal of the next wave. The temporal separation between the
waves at an internal node is represented in the figure by

.

B. Timing Constraints

For a wave-pipelined system to operate correctly, the system
clocking must be such that the output data is clockedafter the
latest data has arrived at the outputs andbefore the earliest
data from thenext clock cycle arrives at the outputs. We
shall first derive the conditions for clocking of the latest
and the earliest data propagating in the circuit, referred to
as theregister constraints. We introduce parameter , which
represents the number of clock cycles needed for a signal to
propagate through the logic block before being latched by the
output register. This parameter serves as an intuitive measure
of the degree of wave-pipelining. The data should be clocked
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Fig. 2. Temporal/spatial diagram for wave-pipelining system.

at time by the rising edge of the output register clock
cycles after it has been clocked by the input register. Due to
possible constructive skew (of arbitrary value) between the
output and the input registers, this time can be expressed as

(1)

1) Register Constraints:
a) Clocking of the latest data:This constraint requires

that the latest possible signal arrives early enough to be
clocked by the output register during th clock cycle.
Therefore, the lower bound on , which denotes the time at
which the output wave is captured, is given by

(2)

b) Clocking of the earliest data:This condition requires
that the arrival of thenext wave must not interfere with the
clocking of the current wave. That is, the earliest possible
signal of wave must arrive later than the clocking of the
th wave at the output register. This condition is similar to the

race-throughconstraint in conventional pipelining. Notice that
the earliest arrival of wave is given by .
After the clock pulse has been applied to the output register,
additional hold time must be allowed for the data to remain

steady. In addition, one must account for an uncontrolled
clock-skew at the output register. As a result, the
is bounded above as follows:

(3)

Combining constraints (2) and (3) gives us the well-known
maximum rate pipeliningcondition of Cotten

(4)

The minimum clock period is limited by the difference in
path delays , plus the clocking overhead

resulting from the insertion of clocked
registers.

2) Internal Node Constraints:Constraint (4) guarantees
that waves do not collide, or overlap, at the output of the
logic block. Additional constraints need to be imposed at the
internal nodes of the combinational block to prevent wave
collision at the individual logic gates. These signal separation
constraints can be informally expressed as follows:

The next earliest possible wave should not arrive at
a node until the latest possible wave has propagated
through.
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These constraints, also known asinternal node constraints,
were derived, in slightly different forms, by Ekroot [8], Wong
et al. [43], Joy et al. [17], and Grayet al. [12].

Let be an internal node (output of a gate) of the logic
network, a point on the logic depth axis in Fig. 2. To help
derive the internal node constraint we define and

as the longest and the shortest propagation delays
from the primary inputs to node. The following internal node
constraint that must be satisfied at each nodeof the circuit:

(5)

where is the minimum time that node must be stable
to correctly propagate a signal through the gate, and is
the worst case uncontrolled clock skew at the input register.
Notice the similarity between constraint (5) and (4). While

is equivalent to , the
term is equivalent to (the minimum sampling
time for the data). The factor of two in the clock-skew term
is not present here since the signals are not stored (clocked)
at the internal nodes.

C. Intervals of Valid Clocking

Based on the conditions presented in the previous section,
a linear program (LP) can be readily formulated to find a
minimum value of clock period for a given value of
(number of waves). The LP approach minimizes subject
to both register constraints (2), (3) and the internal node
constraints (5) for all nodes in the circuit. This approach,
taken by Fishburn [9] and Joyet al. [17], seems to suggest
that the circuit will operate correctly at any value of clock
cycle above the computed minimum, that is, that the region
of valid clock period is only bounded below. However, as
independently demonstrated by Lamet al. [26] and by Gray
et al. [12], the feasibility region of the valid clock period
is not continuous but is composed of a finite set of disjoint
regions. Furthermore, the degree of wave-pipelining,, does
not change monotonically with the increase in clock frequency.

To see why this is the case we shall examine again register
constraints (2) and (3) to obtain a two-sided constraint on the
clock period. Recalling that , the latching time of the data
at the output register can be expressed as ,
we obtain the following inequality (refer to Fig. 2):

(6)

To simplify the interpretation of the above relation let us
introduce two parameters and

(7)

represents the maximum delay through the logic, including
clocking overhead and clock skews, while

(8)

represents minimum delay through the logic. With this, (6)
can be expressed as follows:

(9)

Analyzing the above result reveals that the feasibility region
of clock period may not be continuous. For
the clock period is only bounded below by , as in the
conventional pipelining. For larger values of, however, it
shows that the period is also bounded above by . In
addition, if , then any two successive intervals

and are disjoint. For a given value
of the size of the interval which represents valid clock
period grows with the increase of and the decrease of

.

D. Timed Boolean Function Approach

An alternative approach to clocking analysis of wave-
pipelined systems, based ontimed Boolean functionrepresen-
tation, was proposed by Lamet al. [26]. A Timed Boolean
Function (TBF) is a Boolean function whose variables are
functions of time. Consider a TBF for output of the circuit
in terms of its input variables

(10)

where is a logic delay from input to output . The
value of this function at time , normalized w.r. to,
and sampled with the clock period is

(11)

where is the number of clock cycles needed to
propagate a signal from inputto output . Now the condition
for valid computation that satisfies internal node constraints
can be expressed as follows [26]: computation is valid if and
only if all variables in the support of , for all , have the
same time argument , i.e., if .
In this case the latency of the circuit, measured in the number
of clock cycles is the same as the degree of wave-pipelining,

. Combining the above constraint with (9), results in the
following theorem for valid clock period [26]:

The clock period in a circuit is valid if it satisfies (9)
for some positive integer , and the function computed
at evaluates to .

TBF approach provides a convenient way to express the
condition for safe signal separation both at the internal nodes
of the circuit and at the output register. The internal node
constraints are simply accounted for by adding the requirement
that all variables in the support of the logic function have the
same discrete argument . Lam et al. [26] describe a
procedure to compute all valid clock intervals for a circuit with
given delay parameters and tolerances. The reader is referred
to their paper for details.

III. SOURCES OFDELAY VARIATIONS

As discussed in Section II, critical speed-limiting factors in
wave-pipelining are the uncontrolled clock-skew, the sampling
time of registers, and the worst case transition time at the
logic outputs. While the minimization of these factors has
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been a major challenge in the design of conventional high-
speed pipelined systems as well, the equalization of path delays
comes as a new challenge for the design of wave-pipelined
systems. While in theory the path-delay equalization problem
has been solved, the real challenge is to accomplish it in the
presence of a variety of static and dynamic delay tolerances,
some of which are listed below.

1) Gate-Delay Data-Dependence:Gate-delay indepen-
dence on the input pattern, i.e., constant gate delay,
is not guaranteed in general. It depends on the particular
technology and the structure of logic gates. Some input
patterns may cause significant delay variations.

2) Coupling Capacitance Effects:The effective capacitance
seen by a gate depends on the capacitive coupling
between adjacent wires. This may introduce significant
changes in the gate delay, especially in advanced mul-
tilevel metal processes.

3) Power-Supply Induced Noise:Power supply noise is at-
tributed mainly to IR drops, capacitive coupling between
the interconnection wires and the power supply lines,
and the inductance of bonding wires, package trace, and
pins. Noise in the power-supply voltage can cause accu-
mulative delay dispersions as waves propagate through
several logic layers.

4) Process Parameter Variations:Variations of process
parameters during manufacture may result in substantial
gate delay variations. Equivalent circuits from different
fabrication runs may have different propagation delays.
This delay dispersion must be accounted for to establish
the minimum separation between waves.

5) Temperature-Induced Delay Changes:Some process
parameters, such as carrier surface mobility of
metal–oxide–semiconductor (MOS) transistors, are
highly thermally sensitive. Changes in the operational
temperature result in changes in the gate-delay.

A. Data Dependencies

One of the major obstacles initially found in static com-
plementary metal–oxide–semiconductor (CMOS) is the strong
dependence of the gate-delay on the input data. Consider for
example a static two-input CMOS NAND gate. Depending
on whether one or both of the parallel PMOS devices are
switching on, the delay of the gate can vary by a factor of two.
For gates with several inputs, this factor is even larger. Clearly,
this feature is undesired for wave-pipelining; constant logic
gate delay is a requirement for the equalization of path-delays.
To overcome this problem the use of biased CMOS gates, also
known as pseudo-NMOS gates, has been proposed. In those
devices parallel pullup devices are replaced by a single device
whose gate is connected to a bias voltage [28]. While this
approach reduces the delay dependence problem and makes
CMOS better suited for wave-pipelining, it is achieved at the
expense of increased power dissipation.

B. Process and Environmental Delay Variations

Changes in temperature, supply levels, and process parame-
ters can have a substantial effect on the delay of a CMOS

circuit. How such changes affect the operation of wave-
pipelining is discussed below. Although the following analysis
is for temperature, it applies to process and power supply
changes as well.

As shown in Section II-C, the clock-period and the
number of waves in a wave-pipelined circuit are related by
(9) which can be rearranged as

(12)

where are specified at nominal temperature.
We assume that the temperature across the die area is

uniform and that every path delay in the circuit is affected in
the same way by changes in temperature. If, for a temperature
above the nominal, and are increased by a factor

, constraint (12) becomes

(13)

If, for a temperature below the nominal, and
are reduced by a factor , we have

(14)

In order to find a valid clock-period that satisfies constraints
(12), (13), and (14), it is required that

(15)

or equivalently as

(16)

Equation (16) can be interpreted as follows. The clock period
is limited by the difference between at maximum
temperature and at minimum temperature

. This is the minimum clock period that assures
correct operation in the entire range between the two temper-
atures. (Notice that the use of a fixed zero constructive clock
skew still results in invalid intervals for .)

In conclusion, in addition to the limit imposed by the maxi-
mum difference , the process- and environment-
induced delay changes impose tighter constraints on the min-
imum clock-period (or the maximum number of waves) for
wave-pipelining. Notice that even in the ideal case of

(i.e., under the perfect delay equalization and zero
clocking overhead assumptions), the clock-period is still lim-
ited by . While in conventional
pipelining the minimum clock-period can be specified based
on the worst case delay accounting for temperature, voltage,
and process, in wave-pipelining the best case delay must
also be considered. The consequence is a more substantial
performance degradation for wave pipelined designs.

IV. CAD TOOLS FOR WAVE-PIPELINING

Equations (4) and (9) derived in Section II suggest that the
minimum value of clock period as well as the range of valid
clock interval can be adjusted by modifying certain parameters
of the system. The following parameters can be controlled by
the designer: maximum and minimum delays
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of the combinational logic block, and the constructive clock
skew, , between the output and input registers. Two tech-
niques are generally adopted to control these parameters. One,
referred to as alogic balancing, attempts to minimize the
difference . It involves logic restructuring, delay
buffer insertion along short paths, and device sizing. The other
technique,clock buffer insertion, aims at adjusting the value
of constructive clock skew by inserting precisely controlled
delays along the clock paths.

This section briefly reviews some of the most popular tech-
niques and practical CAD tools for the analysis, optimization,
and synthesis of wave-pipeline systems.

A. Timing Analysis and Optimization

In addition to the theoretical work on modeling and analysis
of wave-pipelining presented in Section II, a number of timing
analysis and verification tools for synchronous pipelined and
wave-pipelined systems have been developed. A notable ex-
ample of such a tool is a pipeline scheduler,pipe , developed
by Sakallahet al. [36]. This work provides a unified formalism
for describing the timing in pipelines, accounts for multiphase
synchronous clocking, and handles both short and long path
delays. The tool generates correct minimum cycle-time clock
schedules and signal waveforms from a multiphase pipeline
specification. However, wave-pipelining and clock skews are
not taken into account explicitly.

A number of timing optimization tools were developed to
minimize clock period by adjusting constructive clock skews.
These techniques are based on the LP approach proposed by
Fishburn [9] and Joyet al. [16], mentioned in Section II-C.

B. Synthesis Tools

Most of the work in synthesis for wave-pipelining explores
the idea of minimizing the difference in logic path delays
by means oflogic balancing. The following approaches are
typically used to achieve logic balancing: logic restructuring,
insertion of delay buffers or latches, device sizing, and con-
trolled placement and routing of both the circuit components
and clock distribution trees.

Wong et al. [41], [43] developed a method and a CAD
tool to minimize path delays variance in ECL circuits by
inserting delay buffers followed by device fine-tuning. The
delay of each gate is fine-tuned by controlling its tail current,
a feature unique to ECL circuits. This method was tested on
circuits with regular structures, such as adders and multipliers,
achieving a factor of 2.5 increase in throughput at a cost from
10 to 50% increase in area [42]. Shenoyet al. [37] expressed
the logic balancing problem as an optimization procedure
with additional short path constraints. This technique was
implemented as an experimental CAD tool that interfaces with
the SIS logic synthesis system [38].

Both of these approaches aim at obtaining the maximum
rate pipelining with the use of minimum number of delay
buffers. However, for multiple-fan-out gates the delay buffers
are inserted individually for each fan-out. As a result a separate
step is typically required to merge the common buffers for area
recovery. While this is a simple task for ECL logic (delay of

(a) (b)

(c) (d)

Fig. 3. Node collapsing and decomposition.

an ECL gate does not depend on the fan-out), the fan-out
load of CMOS gates significantly affects the delay, and its
impact on timing cannot be ignored. For this reason, Kimet al.
[21] developed a delay buffer insertion method using chains
of buffers, thus eliminating the need for merging common
buffers. The remainder of this section briefly describes logic
balancing for CMOS circuits based on logic restructuring
and buffer insertion of Kim [21]. The algorithms have been
implemented in the SIS environment [38].

1) Logic Restructuring:The goal of logic restructuring is
to equalize signal arrival times at the inputs of each gate.
To facilitate delay estimation during logic restructuring the
circuit is first decomposed into “canonical” form composed
of two-input gates and inverters. It is then followed by
selectivenode collapsing, and recursivedecomposition. Node
collapsing is a standard logic transformation technique which
combines several nodes of a logic network into a single
node. It facilitates the subsequent transformations, such as
recursive decomposition, which will transform the function
into a network with a desired timing property. This process
is illustrated in Fig. 3(a) and (b) where node with delay
of three units is collapsed into its fan-in nodes, creating a
single node with four inputs. The subsequent decomposition
transformation of the node creates a more balanced structure.

The decompositionof the collapsed nodes is accomplished
using kernel division technique employed in SIS [38]. The
goal is to find a decomposition that minimizes the difference
between latest arrival times at the inputs to the collapsed node.
This is accomplished by computing, for a given expression,
all its multiple-cube subexpressions (kernels) and selecting the
one which leads to the most balanced structure. By estimating
the delay of the kernel , and the resulting quotient and
the remainder , the kernel which gives the best balancing
of the expression is selected. The kernel-based decomposition
is applied recursively to nodes, , and until no further
improvement is possible. Fig. 3(c) and (d) shows the result of



470 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 6, NO. 3, SEPTEMBER 1998

(a) (b)

(c) (d)

Fig. 4. Example of delay buffer insertion.

such a decomposition into two-input gates. The details of the
procedure can be found in [20].

2) Delay Buffer Insertion:Once the circuit is restructured,
additional balancing can be achieved by means of buffer
insertion. Delay buffers are inserted in appropriate places so
as to further minimize the difference in signal arrival times at
the gate inputs.

The underlying requirement imposed on buffer insertion is
that it must not affect the latency of the circuit. For this reason
the buffers are inserted only along fast paths, without affecting
the slow ones. The amount of the delay to be inserted at an
input to a gate is chosen so that the arrival time at that input
matches the arrival time of the slowest input, but does not
exceed it. As a result, the latest arrival time at the output of
the gate never increases as a result of buffer insertion. This
approach allows to localize the buffer insertion problem to
that of inserting a single chain of buffers at the output of each
gate, wherever needed. The desired delays at the fan-outs of
the gate are then obtained by providing taps at different stages
of the buffer chain. It is assumed that only one type of buffer,
with a fixed delay value, is available.

Fig. 4 illustrates the process of buffer insertion for the three
gates fanning out of . For simplicity it is assumed that each
buffer contributes 1 unit delay, and the load at each fan-out
contributes 0.2 unit delay. The numbers given at the inputs
to the gates represent the latest signal arrival times. First, a
chain of two buffers is created to achieve the input delay of
8.0 units at . The input to is then tapped off the end
of the chain to match the arrival time (8.0) of its other input,
while the input to is tapped of the first stage of the chain,
which provides the delay of 6.6. Notice that the arrival time
at the end of the chain (8.0) is independent of how the inputs
to and are connected to the chain. The details of the
procedure, including the proper ordering of the gates for buffer
chain construction, can be found in [21].

C. Synthesis Examples

To validate the logic synthesis approach described in the
previous sections a number of combinational circuits were

(a)

(b)

Fig. 5. (4,2) compressor circuit.

synthesized and tested. These included both regular arithmetic
circuits and a set of random logic circuits from the MCNC
benchmark set. This section presents two examples of circuits
synthesized with those tools.

1) (4,2) Compressor:Fig. 5(a) shows a manual design of
a (4,2) compressor circuit, used as a basic multiplier cell in
[24]. Fig. 5(b) has a synthesized version of the same function,
obtained with logic balancing tools described in Section IV-B.

A fair comparison of the two circuits is difficult to make
since each was designed with a different goal in mind, used
different processing technology and its performance was mea-
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sured differently. Circuit (a) is part of a 16 16 multiplier,
which was designed, balanced and tuned manually in order
to obtain the fastest running circuit; it was fabricated using
commercial 1 m CMOS technology; and its path delays were
measured by exhaustive HSPICE simulation. The maximum
and minimum reported delays were 1.46 and 1.19 ns, respec-
tively, resulting in a maximum delay variation of less than
20%. Circuit (b) was automatically synthesized to allow for
degree of wave-pipelining equal to three; it was targeted for
a generic 2 m MOSIS cell library; finally, its delays were
computed using a simple unit fan-out delay model. The circuit
has delay of 2.18 ns and a latency of 6.6 ns (three waves).
Notice its balanced logic structure and the inserted buffers.

A simple-minded comparison of circuit areas based on gate
count, and of latencies, based on unit fan-out delay, shows
that synthesis tools can be used effectively to produce designs
comparable with the manually tuned circuits.

2) Random Logic Example:The random logic circuits are
characterized by a very irregular structure, and as such are
not well suited for logic balancing. The example shown below
(circuit b9, taken from the MCNC benchmark set) demon-
strates that even for those circuits logic restructuring followed
by buffer insertion can result in a significant improvement in
circuit performance by means of wave-pipelining.

The circuit was automatically synthesized using the logic
balancing procedures described in Section IV-B. Using basic
two-input gates and inverters, and two types of delay buffers
from the MSU standard cell library, gate delay parameters
were constructed for the SIS library and the MOSIS 2p-
well process. The circuit was synthesized to allow for three
waves and laid out using standard cell design methodology.
The simulated value of the minimum clock period of the circuit
was 2.78 ns with latency 7.37 ns.

The latency of the circuit extracted from the layout was
11.39 ns with the degree of wave-pipelining equal to two.
These differences were due to the unaccounted for physical
effects of placement and routing. Considering the fact that
the layout synthesis was performed without any consideration
for timing optimization, it can be argued that obtaining the
physical circuit satisfying the target constraints is possible with
more sophisticated timing-driven layout design tools.

Fig. 6 shows the plot of CAzM [7] simulation result for
circuit b9, with inputs applied (a) every 20 ns and (b) every
6 ns. Notice how the two waveforms, scaled accordingly to
account for different clock period, match closely.

V. REAL DESIGNS WITH WAVE-PIPELINING

Many attempts have been made at using wave-pipelining
since Cotten proposed the technique in 1969 [6]. Prior to
1990, most designs of wave-pipelining systems targeted the
bipolar ECL technology. These included a floating point unit
[1], an experimental computer [35], and a population counter
[42]. Since then, several university research groups have
demonstrated the feasibility of CMOS implementations. In
addition, industry has begun to apply wave-pipelining to RAM
designs in both BiCMOS and CMOS technology. Table I
lists selected publications in wave-pipelining. The research

(a)

(b)

Fig. 6. CAzM simulation results for circuitb9 for two different values of
clock period.

spans theoretical formulation, CAD tools research, and design
projects that include dedicated processors and static/dynamic
RAM’s.

A. Dedicated Processors

The main hurdle for designing a wave-pipelined system is
the two-sided constraints on the timing. In addition, designers
must address the various sources of delay imbalance in the
design at the gate level, the circuit level, and at the detailed
layout level. The delay imbalance must also be minimized
for environmental variations such as voltage and tempera-
ture fluctuations. Also, care must be given in the design of
an on-chip test structure so that high-speed testing can be
done without the requirement for high-speed input–output.
This unique feature is employed by most of the university
prototypes presented in this section. Researchers have devised
various circuits to overcome the imbalances in successful
implementations of wave-pipelined systems. Examples include
wave-domino gates, biased-CMOS gates, static CMOS gates,
and multiplexer-based gates.
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TABLE I
ACTIVITIES RELATED TO WAVE-PIPELINING

In order to demonstrate the high-speed capabilities of
the wave-pipelining techniques using a conservative CMOS
process, most university prototypes share some common
aspects in architecture, circuit and layout level. First, they
are large circuits, where the effect of circuit design as
well as the properties of the interconnect affect the circuit
performance. Second, they can be implemented by regular
structures. Therefore, wave-pipelining technique can be more
easily applied. Third, a major portion of a prototype, such as
the carry tree, usually has a circuit structure where each cell
has regular fan-out. Therefore, the cell output capacitances are
mostly dominated by the length of the interconnection wires
and next input gates, whose lengths can be predicted due
to the circuit regularity. Last, due to a lack of commercial
tools that are directly applicable to designs using wave-
pipelining, each group has more or less developed in-house
design analysis and optimization tools which enable VLSI
design using wave-pipelining.

Wong et al. at Stanford University, Stanford, CA, have
designed a 63 bit population counter in ECL technology [42].
The counter achieves 2.5 waves and is the first bipolar LSI
chip that uses wave-pipelining. Liuet al. at North Carolina
State University have reported an architecture, circuit, layout,
and testing techniques for achieving high speedup in a CMOS
parallel adder using wave-pipelining [28]. The adder achieves
nine waves at 250 MHz and is implemented by biased-CMOS
gates with 2 m CMOS technology. Klasset al. at Stanford
University have designed and tested a 1616 wave-pipelined
multiplier and implemented it using static CMOS 1.0m

technology. It achieves 3.7 waves at the clock rates between
330 and 350 MHz despite the substantial effects of data-
dependent delay [24]. Circuit level tools were important for
this design. Using 2 m CMOS domino gates, Lien and
Burleson at the University of Massachusetts, have designed
a 4 4 Wallace tree multiplier that achieves two waves
in the multiplier circuit [27]. Nowka and Flynn of Stanford
University have designed a CMOS VLSI vector unit which
includes a vector register file, an adder, and a multiplier
[33]. The vector unit is implemented with 1m CMOS
technology and simulated at 300 MHz. In this design, an
adaptive supply method is used to counteract the effects of
process variation.

B. Dynamic and Static RAM

As the speed of microprocessors increases, so does the
performance gap between DRAM and the microprocessor.
Consequently, high-speed S/DRAM technology is necessary to
boost the overall system performance. Wave-pipelining offers
an efficient way to reduce access and cycle time without
incorporating additional registers, required by conventional
pipelining, and without the associated clocking costs. Along
with the reduced access time, wave-pipelining provides the
additional advantages of latency and power dissipation. Sev-
eral successful RAM designs using wave-pipelining have been
reported [4], [25], [2], [31], [44], [15].

It is fair to say that the design of wave-pipelined S/DRAM
has become a trend in the industry. Chappelet al. [4] designed
a “bubble pipelined” RAM chip with 2 ns access time. Wave-
pipelining is used in the cache RAM access in the HP
Snake workstation [25]. NEC has designed a 220-MHz, 16-
Mbit BiCMOS wave-pipelined SRAM [31]. Hitachi [15] has
designed a 300-MHz, 4-Mbit wave-pipelined CMOS SRAM.
Moreover Hitachi proposed the concept of a dual sensing
latch circuit in order to achieve a shorter cycle time at 2.6
ns. Hyundai [44] has designed a 150-MHz, 8-bank, 256-Mbit
synchronous DRAM. All of these designs can sustain three to
four waves.

VI. CONCLUSIONS AND OPEN PROBLEMS

Despite recent advancement in wave-pipelining research
and other aggressive timing approaches, a number of open
problems still exist. Solutions to these problems may have
broader application than just wave-pipelining.

1) Testing:Wave-pipelining presents additional challenges
in delay testing due to the difficulty in observing internal
points in a circuit, which looks like a combinational
circuit but behaves like a sequential one. Testing for the
interaction of long and short paths and the sequential
false paths warrant further study.

2) Low-Power: Despite reduced clock loading, it appears
that wave-pipelining is not a low-power technique, since
at low-power supply levels delay variations tend to
worsen. However, alternative low power methods, such
as dynamic power supply adjustment and power-down
techniques could favor wave-pipelining.
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3) High-Level Synthesis:High-level synthesis tools have
only recently been able to exploit internally pipelined
modules. Wave-pipelined modules can present an ad-
ditional degree of freedom to such tools, however the
methods for modeling and verifying the timing proper-
ties unique to wave-pipelining for use at higher levels
still need to be developed.

4) Dynamic Power Supply and Clock Tuning:One approach
to process and environmental variation is the dynamic
tuning of both power supplies and clock rates. This has
been explored in [33], but is still far from being a widely
used technique.

5) Physical Design Issues:Deep submicron technologies
will continue to complicate abstractions of physical
design. As interconnect delays begin to dominate gate
delays, timing optimization will have to be done at the
physical level.

6) Parameter Variation:Advanced technologies tend to pri-
oritize density and speed at the cost of wider parameter
variation. This will make clock distribution and design
centering more of a challenge and could severely limit
a designer’s choice of timing schemes. One solution is
the use of asynchronous circuit techniques. However,
as the ever-increasing density and speed surpass the
capabilities of designers to exploit their use, it may
be that a truly “advanced” technology of the future
will prioritize parameter variation, much like analog
processes of today.
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